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Abstract 

There appears to be no shortage of government and academic reports asserting the 

imminent threat of terrorist attacks of America’s electric power grid.  This assumption has 

become a recurrent theme, shaping many of the electric utility industry’s current regulations.  

Such attacks could pose a severe risk to millions of Americans’ health and well-being and exact 

an economic toll in the billions of dollars.  However, these fears are primarily based on anecdotal 

data with little supporting empirical evidence.   

This research examines the likelihood that sub-state actors will select electric 

infrastructure as a legitimate target for attack.  This study is presented in three primary stages: 

(1) The research establishes a set of organizational and environmental decision factors that are 

believed to influence target selection; (2) it examines the statistical frequency of previous electric 

infrastructure attacks and their relationship to these factors; and (3) it develops a model to 

estimate the conditional probability of future attacks.  The work is explicitly focused on the 

threat of physical attacks in the context of a general discussion of risk, commonly defined as a 

combination of threat, vulnerability, and consequence—R=�(T,V,C).  The data were collected 

from the University of Maryland’s National Consortium for the Study of Terrorism and 

Responses to Terrorism (START), Global Terrorism Database. The research included 121,628 

terrorist attacks from 2000 through 2018, 1,198 electric infrastructure attacks, and 521 specific 

attacks conducted by 71 different terrorist groups in 38 countries.  

The study presents essential findings for policymakers, government and industry 

regulators, academic and research institutions, intelligence analysts, and other stakeholders. 

Keywords: Terrorist Attack, terrorism, electric infrastructure, power grid, threat, vulnerability, 

consequence, risk.  
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Preface 

Recently, my 31-year-old son, Nick, showed me something he has carried in his wallet 

for over 20 years.  It was an old business card from my law enforcement career.  The years left it 

faded and tattered.  He flipped it over to reveal a handwritten message—“Our job is a self-

portrait of the person who did it.  Autograph your work with quality.” I wrote him that message 

when he was a 10-year-old, and he still carries it today.  This is why I have devoted my life to 

the protection of the community, first as a police officer, and now dealing with emergencies and 

threats in the electric utility industry.  This is also why I am at USC pursuing a doctoral degree at 

this late stage of life.  I must always ‘walk my talk’ for my children.  My message to them is 

most effectively communicated through example—in the journey of a noble career and in pursuit 

of higher education. 

This journey inspired me to better understand the importance of the electric power grid.  

The grid is fundamental to human survival in our modern times.  Many experts agree that a badly 

degraded power grid would result in extreme hardship and even loss of life.  Although there has 

been some work to reduce the grid’s vulnerability and to mitigate the consequences of its failure, 

the intentions of the people that seek to attack it are not well understood.  My initial attraction to 

this research was motivated by my certainty that the grid must be protected and that there were 

questions that needed answers.  Those questions are at the heart of this research.  While there is 

surely more work to be done, I hope that I have made a small contribution to a more resilient grid 

and a safer world. 
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Chapter 1: Introduction 

1.1 Introduction Statement 

On April 16, 2013, the Pacific Gas and Electric (PG&E) Metcalf Transmission Substation 

near San Jose, California, was attacked by a group of unknown armed assailants.  Using what 

authorities later surmised to be assault rifles, the attackers severely damaged ten 500-kilovolt 

(kV) transformers, three 230kV transformers, and six 115kV circuit breakers.  The attack cost 

PG&E $26 million in repair and environmental clean-up efforts and nearly blacked-out parts of 

the Silicon Valley.  Experts have debated the motivation for the attack since the attackers have 

never been identified.  There has been no determination as to whether the attack was a terrorist 

operation, insider action, or something else (Department of Homeland Security & Department of 

Energy, 2014; Cicale, 2014; Parfomak, 2014; Smith, 2014; Pagliery, 2015).  The Metcalf attack 

exposed the vulnerability of our nation’s electric infrastructure and reignited longstanding fears 

that terrorists and other actors sought to attack the power grid. 

The risk associated with a large-scale physical attack of the power grid has become a 

common theme in government reports, industry journals, and academic articles.  These reports 

have influenced much of the electric utility industry’s current regulation.  A physical attack of 

our country’s electric power grid poses a potentially catastrophic risk to the health and well-

being of millions of Americans and could exact an economic toll in the billions of dollars 

(Department of Energy, 2017; Sullivan & Kamensky, 2017).  The Center for the Study of the 

Presidency and Congress in its 2014 report, Securing the U.S. Electrical Grid, called the nation’s 

power grid “an obvious target to a range of actors who would seek to strike at the U.S. 

homeland…” (p. 4).  The National Energy Technology Laboratory (2007) wrote, “The threat of 

both physical and cyber-attack is growing and a widespread attack against the infrastructure 
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cannot be ruled out” (pp. A3-16).  The National Research Council (2012) posited that “Terrorists 

could destroy key elements of the electricity generation and delivery system, causing blackouts 

that are unprecedented in this country in duration and extent” (p. 7).   

The Metcalf attack, along with several smaller and less well-known domestic attacks, 

crystalized the established concerns over the power grid’s security and provided some anecdotal 

evidence of the actual threat (Associated Press, 1987, 2004 & 2014; Parrish, 1990; New Jersey 

Regional Operations Intelligence Center, 2014; Patel, 2014; Smith, 2014; Walton, 2016).  

However, anecdotal examples of such attacks are insufficient to establish the true scope of the 

threat or to quantify the likelihood of future attacks.  A more empirically based analysis is 

required to better understand the threat, using a statistically valid sample of electric infrastructure 

attacks.  The current dearth of such evidence-based research represents a significant gap in the 

literature.  This work addressed some of this gap with a mixed-methods study explicitly focused 

on physical attacks of the electric power grid by sub-state actors.   

Cyber-attacks were intentionally excluded from this analysis, as well as attacks 

conducted by nation-states and similar actors.  The lack of accurate reporting of cyber-attacks by 

the utility industry and the absence of publicly available data presented insurmountable 

challenges to the inclusion of such attacks (Markey & Waxman, 2013).  A similar paucity of data 

concerning nation-state attacks effectively foreclosed a similar discussion here.  Therefore, this 

work was limited to research on attacks by sub-state actors (mostly terrorist groups). 

The overall purpose of this research is to examine the likelihood that sub-state actors will 

select electric infrastructure as a legitimate target for attack.  This likelihood was viewed through 

the lens of terrorist group decision making and target selection.  Specifically, the subtle 

organizational and environmental factors that can shape such group decisions was examined 
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against a review of electric infrastructure attacks that have occurred during the 19 years since the 

beginning of the 21st century (2000-2018).   

1.2 General Statement 

The electric power grid is a “vital cornerstone of modern American society” (Center for 

the Study of the Presidency and Congress, 2014) (p. ii).  A physical attack of the grid carries 

with it the potential for loss of life, serious injury, civil disorder, and economic loss.  

Understanding the threat to this fundamental resource is a critical ingredient for effective policy 

and intervention strategies. 

Whether the consequences are measured using economic loss, fatalities, or other 

disruptive impacts on society, power grid failures indeed remain a serious concern.  

Contemporary American society is critically dependent upon a reliable and steady supply of 

electric power for its survival (Bakke, 2016).  The notion of merely providing residential lighting 

and support for manufacturing was embodied in the traditional archetype for this dependence for 

over 100 years.  The early electric utility industry gained wide acceptance in the late nineteenth 

and early twentieth centuries on the strength of its ability to light our homes and cities and power 

our factories (Freeberg, 2013; Lambert, 2015).  This simple model no longer explains our 

present-day reliance on electric power.  The paradigm has radically shifted, and today our 

modern technology and communication sectors are inextricably tied to the steady flow of 

electrons.  The banking industry, commerce, foreign trade, and nearly every component of our 

economy requires reliable power to function.  Even necessities such as water, food, and heat are 

adequately supplied only when the power flows.  All of the other critical infrastructure sectors 

and sub-sectors, including water, natural gas, fuel oil, chemical, transportation, public health, 

government, and defense are dependent upon electricity to function effectively (Knake, 2017).   
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1.2.1 Impact of Previous Grid Failures 

Previous blackouts in U.S. history provide some anecdotal evidence of the grid’s 

vulnerability to widespread failure and offer a somewhat grim prediction of a successful attack’s 

potential consequences.  In particular, the 1977 New York and 2003 Northeast blackouts provide 

examples of the sobering impacts of power disruption to human health and economic vitality. 

The 1977 New York blackout was relatively short compared to other disruptions—26 

hours—and only affected 6,000 megawatts (MW) of load, interrupting electric power to 9 

million people. However, the consequences of the blackout were significant (Center for the 

Study of the Presidency and Congress, 2014).  The city descended into anarchy with widespread 

looting, more than 1,300 fires, and over 3,700 arrests (Goodman, 2003; Nye, 2010). Corwin and 

Miles (1978) estimated the economic impact at only $300 million, but the chaos left more than 

200 civilians, 436 police officers, and 80 firefighters injured.  Authorities attributed only one 

death to the blackout (Imperato, 2016).   

The 2003 Northeast blackout left an estimated 50 million people without power across 

eight U.S. states and parts of Canada, effectively interrupting the flow of 61,800 MW of 

electricity.  Those affected by the blackout remained without power between two and four days, 

since restoration efforts varied in different parts of the impacted area.  The U.S. economy 

suffered direct and indirect losses estimated between $4 billion and $10 billion, with many 

reports settling on $6 billion in the final calculation (Center for the Study of the Presidency and 

Congress, 2014; Goodrich, 2005; U.S. - Canada Power System Outage Task Force, 2004; Beatty, 

Phelps, Rohner, et al., 2006).  The official death toll associated with the blackout was listed at 

five people (Goodrich, 2005).  One later study published in the Epidemiology Journal estimated 

the loss of life from the 2003 Northeast Blackout at 90 deaths, which is a significant departure 



5 
 

from the official death toll.  The study also posited that mortality rates generally increase by 

approximately 28% during massive blackouts, providing further evidence of the potential 

consequences of a successful physical attack (Anderson & Bell, 2012). 

In 2019, on the 42nd anniversary of the 1977 disruption, New York was yet again plunged 

into darkness (Vielkind, 2019).  The blackout impacted only 73,000 customers in Manhattan, but 

it was a not-so-subtle reminder of the risk.  Further to this point, three significant power outages 

affected nearly 80 million people in six countries over a five-month timeframe in 2019 (March-

July).  The New York City and Argentina blackouts were relatively short, but the blackouts in 

Venezuela in March lasted well over a week (Dube & Castro, 2019).  Amid political and civil 

unrest, 43 Venezuelans lost their lives during the blackouts (Arroyo, 2019). 

The anecdotal evidence of the past physical attacks against the grid suggests that threat-

actors will continue to target electric infrastructure on some level.  Considering the demonstrated 

system vulnerability to widespread disruption from a variety of causes, it is likely that some 

attacks may lead to significant impacts.  The potential consequences of the magnitude 

demonstrated in previous large blackouts suggest that the dangers are compelling and require our 

attention.   

1.3 Purpose of the Study 

The purpose of this study is to examine the likelihood that sub-state actors will conduct 

physical attacks against electric infrastructure targets.  This examination was conducted from the 

perspective of a threat-actor’s decision factors.  Specifically, this work identified a set of 

organizational and environmental decision factors that influence target selection and reviewed 

the statistical frequency of those decision factors in previous attacks of electric infrastructure.  

This research supported the selection of the specifically identified decision factors for 
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examination through a review of the literature on terrorist groups’ decision making and previous 

studies of terrorist attacks.  Identifying decision factors for the study was limited to what could 

reasonably be known from the available data. 

In the process of this examination, the research presented evidence of the threat of 

physical attacks on the U.S. electric power grid by sub-state actors.  This evidence was presented 

in the form of the statistical frequency of previous attacks, with attention to any emerging trends 

suggesting an increasing or decreasing level of attacks.  The statistical analysis of electric 

infrastructure attacks over the 19 years under review revealed evidence of the overall threat.  

Beyond the overall statistics on electric infrastructure attacks, this work identified the groups 

associated with these attacks and examined their ideology, size, age, operational resources, and 

history of previous attacks.  Can the statistical frequency of attacks by groups based on these 

descriptors provide clues about the probability of future attacks by similarly situated groups? 

Using the statistical frequencies of attacks correlated to specifically identified decision 

factors as a heuristic provided underlying conditional values for the probabilistic estimation of 

future attacks.  This work demonstrated how these statistical results can be used in this manner.   

1.4 Significance of the Study 

This research has potential significance for a variety of interested stakeholder groups.  

This study’s results and possible interpretations provide useful information for a host of 

questions related to the threat of physical attacks of electric infrastructure. 

This study considered four potential constituent stakeholder groups: 

� Intelligence analysts that study threat-actors—the community of practice 

� Electric utility and security experts—the community of practice 

� Government and industry regulators and advocates—the policy community 

� Academic institutions, research laboratories, and think tanks—the academic 
community 
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Intelligence Agencies 

Intelligence agencies are tasked with monitoring terrorist groups and other threat-actors.  

Their analysis often focuses on anticipating the decisions and actions of these groups.  Such 

analysis can signal which targets are of interest to particular groups.  The process can be mostly 

subjective, using qualitative evaluation to make assessments.  The current research provided 

some metrics for predicting particular interest in electric infrastructure targets.  The model for 

the analysis presented in this work can be used more generally to assess a group’s intention, 

including which targets might be selected.  Electric infrastructure attack data were subjected to 

the research model in this work, but the model can be generalizable to other targets. 

Electric Utility Industry 

The electric utility industry has experienced a transition in recent years with the increased 

regulation around security.  Mandatory standards related to infrastructure protection have added 

substantial financial costs for those entities that own and operate electric grids.  One of the 

practical benefits of threat assessment models is the determination regarding investment strategy.  

Measures focused on infrastructure protection and preventing disruption can be costly and 

sometimes overshadow the need for investment in response and recovery efforts to mitigate 

impacts.  Many industry changes have been aimed at securing the physical facilities from 

intrusion, but prevention and protection models have their limits.  No amount of target hardening 

can ensure that all attacks will be thwarted indefinitely.  Eventually, some threat-actors will 

successfully disrupt the power grid.  The electric utility industry has developed a pre-incident 

intelligence capability that works in tandem with government intelligence agencies.  A working 

model for assessing threats can present a tool for using intelligence capabilities to focus on 

particular threat-actors.  This work can inform investment strategy discussions. 
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Policymakers 

Government policymakers and industry advocates must work together to shape future 

policy, weighing the risk of disruption against the industry’s prevention costs.  The analysis in 

this research has the potential to inform and contextualize those policy debates.  The homeland 

security enterprise and government institutions charged with the protection of people and 

infrastructure are also potential stakeholders interested in this research (Madia, 2011). 

Academia 

Researchers and academics have studied risk for many years, and there is an established 

foundation of literature associated with risk assessment.  This research seeks to add to that 

literature by synthesizing the qualitative and quantitative data on the threat in novel ways.  The 

potential for academia to rethink approaches to probabilistic statistics, qualitative risk 

assessment, or any of the concepts presented in this research is undoubtedly worthy of the 

proposed effort. 

Academia has historically relied on a process for reviewing literature in a variety of 

subjects and synthesizing the literature to contribute to the overall research design.  This research 

further contributed to the practice with the presentation of a novel and academically rigorous 

method for incorporating meta-analysis into the literature review process, potentially impacting 

research design. 

1.5 Research Problem 

Although there is an abundance of written documentation proclaiming the profound risk 

of a large-scale attack of the power grid, few of these reports base their assertions upon a 

significant amount of empirical evidence.  Even fewer have applied a rigorous scientific or 

computational methodology to assessing all portions of risk.  This anecdotal approach is 
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particularly common when isolating and assessing the threat (likelihood) element, which is 

generally accepted as subjective and difficult to quantify.  Many government reports, white 

papers, and books by various experts based their appraisal of threat and recommendations for 

mitigation upon anecdotal evidence and subjective analysis.   

1.5.1 Risk Formula – R=��(T,V,C) 

Although the current work was explicitly focused on the threat or likelihood of physical 

attacks, there is a contextual value for a general discussion of risk in this section, since other 

elements of risk (vulnerability and consequence) interact with the threat component (National 

Research Council, 2010).  The literature commonly defines risk as a combination of threat 

(likelihood), vulnerability (exposure), and consequence (impact), often expressed as T x V x C 

(National Research Council, 2010).  This is currently referred to in shorthand notation by the 

Department of Homeland Security and other sources as R=�(T,V,C) (Cox, 2008; National 

Research Council, 2010).  The notation has been defined as “Risk = A Function of Threat, 

Vulnerability, and Consequences (Risk = f(T,V,C)), [which] is a philosophically suitable 

framework for breaking risk into its component elements” (National Research Council, 2010, p. 

52). 

It is prudent to consider all three components independently, but also essential to apply 

them conditionally within the context of their interaction with one another, to fully understand 

risk (National Research Council, 2010, pp. 96-99).  When applying this framework to power grid 

disruptions, it is critical to understand the connection between a threat-actor’s likelihood to 

conduct a malicious attack, the vulnerability of the grid to widespread failure, and the potential 

impacts of such a failure from various causes.  There is a feedback loop involved in the 

relationship between these elements of risk. 
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Lewis (2020) defined threat as, “Probability of a natural or man-made occurrence or 

action that has the potential to harm life, information, operations, the environment and/or 

property” (p. 24).  In the case of an intentional attack, that probability can be understood to 

include motivation, capability, and opportunity (Ackerman et al., 2007).  These three factors can 

be analyzed independently and relationally to the system’s vulnerability of being attacked and 

the potential consequences. 

Unlike the threat component of risk, there are reasonable and well-established models to 

quantify the vulnerability of portions of the power grid.  While these methods for modeling 

vulnerability are generally accepted in the literature, they are not without debate.  Most methods 

use statistical analysis and calculate the frequency of system or component failures from all 

causes, or they incorporate model-based network analysis or various branching methods (Chassin 

& Posse, 2005; Dobson, 2012; Kim, Bucklew & Dobson, 2013; Lewis, 2020).   

System vulnerability is sometimes studied by modeling the grid as a network and 

systematically removing links or nodes to cause a simulated cascade.  Lewis (2020) used a 

network modeling technique known as Model-Based Risk Analysis (MBRA), which he 

described as: 

MBRA defines network risk Z as the sum of threat-system pair risks weighted by 
some network property or combination of network properties such as degree or 
betweenness (p. 398). 
 
The literature supports the theory that electric power grids can be modeled as small-world 

networks or scale-free networks, and this theory is widely accepted (Watts & Strogatz, 1998; 

Strogatz, 2001; Barabási, 2003; Xia, Fan & Hill, 2010).  The generators, transformers, and 

substations are modeled as the nodes, and the lines represent the links or edges (Chassin & 

Posse, 2005).  Network simulations are conducted by selectively removing nodes and/or links to 
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cause a cascading disturbance in the network.  This experiment is designed to cause 

perturbations that propagate throughout the network and degrade the entire system’s 

performance and can be used to quantify vulnerability or resilience depending upon how 

inferences are drawn from the findings (Bai & Miao, 2015).  Critics of this approach lament the 

lack of actual historical outage data to validate results.  

The frequentist approach for quantifying vulnerability uses historical outage data to 

establish patterns of cascading failures.  This approach, popularized by Dobson (2012), usually 

employs some variation of Galton-Watson branching analysis to determine whether outages 

cascade across multiple electrical buses.  The cascade sampling is grouped into stages to 

represent a less-biased sample of the statistical distribution, which is frequently characterized by 

a power-law distribution (Ren & Dobson, 2008; Dobson, 2012; Kim, Bucklew & Dobson, 2013; 

Carreras, Newman & Dobson, 2016).   

The literature is replete with models for understanding the consequences of large-scale 

power outages.  The elements that contribute to outcomes (i.e., outage duration and propagation 

of cascades) can be quantified, as can the actual outcomes (e.g., economic loss, fatalities, social 

disorder).  Economic loss is frequently seen as the best method for understanding the impact of 

extensive power outages.  Rose, Oladosu & Liao (2007) posited one established approach for 

estimating economic loss as a measure of consequence.  In their journal article, Rose et al. 

estimated the direct and indirect economic impacts of a simulated two-week power outage 

caused by a terrorist attack in the greater Los Angeles area.  This simulated blackout’s business 

interruption consequences were calculated using a computable general equilibrium (CGE) 

model.  The data used for their research was from the Social Accounting Matrix (SAM) for Los 

Angeles County and derived from the Impact Planning and Analysis (IMPLAN) database, which 
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used a non-survey approach to downscale national and state economic indicators including 

output, income, and employment.  The data supported a finding that the simulated outage would 

result in a $20.5 billion economic loss without resilience adjustments and as low as $2.8 billion 

with the inclusion of resilience factors (Rose, Oladosu & Liao, 2007). 

The Rose et al. work represents one finding from a larger body of research on the 

economic loss from natural and human-made disasters.  Rose’s subsequent 2017 book is the 

culmination of 20 years of research on the economic impacts of disasters.  The research is built 

on the Economic Consequence Analysis Framework and adapted for a Microsoft Excel-based 

software application called E-CAT (Economic Consequence Analysis Tool).  The computer 

analysis is developed through a series of simulations using the CGE Model (Rose et al., 2017).  

1.5.2 Statistical Challenges 

The current work did not quantify the vulnerability of any segment of the power grid or 

the consequences of a large-scale disruption.  These aspects of risk have been modeled and are 

beyond the scope of this work; they are included in the general discussion for context and to 

highlight the importance of quantifying threat to factor into the risk model. 

Cascading power outages present statistical challenges for risk analysis because of the 

power-law distributions that emerge from much of the data, indicating extreme and rare events.  

These events are what experts refer to as low probability, high consequence events, or in some 

catastrophic examples, Black Swans (Taleb, 2010).  The events in the long tail of the power-law 

distribution are of most concern, create the most risk, and are the most difficult to quantify.  

Modeling risk for events such as large-scale power disruptions caused by malicious attacks is a 

complex undertaking and underscores the challenge of power laws. 
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The initial challenge in isolating and quantifying threat is to identify the underlying 

decision factors from previous attacks that influenced hostile non-state actors to select electric 

infrastructure as a viable and legitimate target.  The second challenge is to examine a more 

incident-specific set of decision factors that influenced actors to carry out attacks against these 

targets.  An analyst cannot know all the factors that shape such decisions.  However, a careful 

study of previous attacks and threat-actor characteristics can reveal salient factors for further 

analysis.  This analysis requires a methodology to develop quantified values for these decision 

factors that reflect their relative influence.  The final challenge is to assemble these values into a 

working model for understanding the likelihood of a particular threat-actor to select electric 

infrastructure as a target and perhaps to state a probability of such an attack.    

Some foundational thought on probability or threat was based around probabilistic risk 

analysis (PRA).  This concept has been applied to critical infrastructure failures as R=Pr(c)C, 

where C is consequence (Lewis, 2020).  MIT Professor Norman Rasmussen applied PRA and 

fault trees using Bayesian statistics to analyze the probability of failures at nuclear power plants.  

At the time of Rasmussen’s report, there had been no prior incidents of plant failure to base the 

statistics (McGrayne, 2011; Lewis, 2020).  The accident at the Three Mile Island Nuclear 

Facility in 1979 validated much of Rasmussen’s prophetic analysis (McGrayne, 2011).  As 

valuable as this Bayesian approach proved in Rasmussen’s research and earlier analyses, its 

utility was applied to the analysis of systems and not human behavior.  Until the late 1990s, there 

were few attempts to quantify human motivation or capability for malicious attacks and a paucity 

of quantitative analysis related to intentional attacks.   

Probabilistic methods for assessing the risk of terrorist attacks remain a subject of debate. 

The application of PRA or any risk analysis tool to the study of terrorist attacks is problematic 
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since terrorists adapt their decision-making strategies in reaction to countermeasures (Ezell et al., 

2010, p. 575).  PRA is one approach for quantifying threat; however, since there have been prior 

attacks on electric power infrastructure worldwide, the application of descriptive statistics is also 

available and appropriate for studying the frequency of those prior attacks. Some combination of 

the study of the frequency of previous attacks and a conditional probability calculation of future 

attacks offers a solution with rich possibility.   

1.5.3 Foundations of Threat Analysis 

The current research is challenged by the limited previous work upon which to base a 

foundation.  The studies that focus on target selection are few, and those that examine attacks of 

critical infrastructure are fewer still.  A thorough examination of the target selection of electric 

infrastructure, in particular, must be synthesized from very limited sources involving disparate 

aspects of terrorist decision-making and target selection in general.  Nevertheless, some 

published works decouple threat from the other components of risk and focus on target selection 

in particular. 

Drake (1998a & 1998b) analyzed terrorist ideologies, strategies, and tactics to understand 

potential relationships to target selection.  While Drake’s work was not intended to predict a 

particular group’s target preferences, it established a framework for how others eventually 

analyzed the issue.  Ackerman and the research team at the Lawrence Livermore National 

Laboratory took Drake’s framework and produced a 2007 report for the Center for 

Nonproliferation Studies (CNS) at the Monterey Institute of International Studies.  Assessing 

Terrorist Motivations for Attacking Critical Infrastructure appears to be one of few studies that 

attempted to correlate threat-actor ideology, organizational dynamics, and target selection with a 

focus on the likelihood of attacks against critical infrastructure (Ackerman et al., 2007).  While 
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not explicitly aimed at attacks of the power grid, this study of critical infrastructure attacks 

provides a strong foundation for quantitative threat assessments of the electricity sub-sector.  The 

report applied qualitative rigor and statistical analysis to a diverse dataset of prior attacks. 

Ackerman’s research was transparent about its limitations, including the need for a more 

straightforward framework that is easier to operationalize (Ackerman et al., 2007).  The dataset 

was limited to approximately 900 attacks across all the critical infrastructure sectors documented 

before 2005.  Today, the available data includes over 4,000 attacks specific to electric 

infrastructure worldwide, and there is much more data on the groups responsible for the attacks.  

Fourteen additional years of data offer new insights and an opportunity to smooth the data, 

thereby improving the model’s reliability.  The Ackerman qualitative case studies and 

quantitative variables drew heavily from Drake and other analytical frameworks (Ackerman et 

al., 2007).  New frameworks that consider social identity and contextual factors may allow for 

more in-depth analysis (Brannan, Darken & Strindberg, 2014; Hoffman, 2017). 

The ability to reliably quantify or estimate threat presented a significant challenge for the 

current work.  The qualitative and quantitative methods used in this study were the most 

significant contribution of this undertaking.  This issue is at the heart of the research problem. 

1.5.4 Few Domestic Attacks 

There have been relatively few actual attacks on the power grid in the United States, and 

most of these have not resulted in significant impacts.  This dearth of domestic attacks partially 

accounts for the limited data available for analysis.  Hence, there is currently no widely 

disseminated model for a comprehensive risk assessment of malicious attacks against the U.S. 

power grid.  The lack of domestic attacks required the use of data from attacks internationally.  

These attacks included ones in countries where law and order are scarce, democratic forms of 
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government are non-existent, and in some cases, in failed states.  This lack of domestic data 

presented a challenge in correlating attacks with the threat of attack here in the United States.  A 

possible solution was to use a dataset large enough that included attacks occurring in a diverse 

collection of countries and regions of the world.  The attack dataset must include countries with 

strong and democratic government forms, where security is effective and coordinated. 

1.5.5 No Established Model for Threat 

Further, analysts have no working model to quantify the probability that any particular 

threat-actor is likely to target the electric power grid.  Every year, hundreds of sub-state threat-

actors plan and conduct thousands of attacks worldwide on a range of targets.  There is little 

guidance as to which groups and individuals to monitor. This question also applies to 

countermeasures to address threats to the grid or any target for that matter.  The lack of such a 

model limits intelligence sharing opportunities between government and industry. 

The development of a better understanding of the risk and the establishment of such a 

working model are thoughtful steps toward protecting our nation from the consequences of such 

attacks.  Risk assessment models allow for better analysis of the potential sources of threat, 

provide a justification for action, define the type of action to be taken, and support a sound 

investment strategy to ensure that costly prevention and mitigation measures provide real value 

(Stewart, 2010). 

Assuming that the R=�(T,V,C) formula is a competent methodology for an exhaustive 

assessment of risk, one should first calculate reliable statistical values for T, V, and C 

independently (National Research Council, 2010, p. 52).  Many reports provide rough estimates 

for the threat (T) component or simply ignore threat altogether and base risk assessments solely 

on a calculation of vulnerability and consequence.  When applied in many risk assessments, 
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threat estimates are often derived from arbitrary ordinal scales and threat matrices (Hubbard & 

Seiersen, 2016).  The challenge here was to examine threat independently, using statistically 

significant sample data with valid processes to answer a set of fundamental research questions.  

1.5.6 How this Study Seeks to Address the Problem 

This study aspired to provide a better understanding of the factors that influence the 

decisions of sub-state threat-actors, in this case, terrorist groups, when selecting viable targets for 

attack.  The work was intentionally focused on decisions to attack electric infrastructure.  In so 

doing, this study’s objectives were to apply these decision factors to a statistical analysis of 

previous attacks and estimate the probability that specific groups would be more likely to attack 

electric infrastructure in the future.  This work’s ultimate goal was to contribute to a reliable and 

repeatable model for threat assessment using qualitative and quantitative methods.  

This study’s findings and the resulting assessment model will help intelligence analysts, 

government policymakers, industry security professionals, and resilience experts.  This work will 

also benefit academicians seeking to expand the practical tools for research and research design. 

1.6 Research Questions and Approach 

The research questions explored in the current work are as follows: 

1) How serious is the threat of a physical attack on the U.S. electric power grid by a sub-
state threat-actor? 

2) What are the relevant decision factors that influence the selection of electric 
infrastructure as an attack target by a sub-state terrorist group? 

3) How can such a set of decision factors be quantified? 

4) What is the likelihood that a particular threat-actor will choose electric infrastructure 
as a target for attack? 

The research questions in this study were confined to an examination of the threat (T) 

component of the R=�(T,V,C) risk formula.  An attempt to model the entire risk formula related 

to infrastructure attacks is a demanding undertaking and beyond the scope of this research.  
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Further, these questions are focused on threat-actors and their intention and capability to 

physically attack electric infrastructure.  Questions related to cyber-attacks of electric 

infrastructure were not addressed here due to time and resource limitations.  The exclusion of 

cyber-attacks on electric infrastructure was further based on the assumption that cyber-related 

incidents are under-reported, and reliable statistics are mostly unavailable, rendering any analysis 

as speculative.  This assertion is supported in the literature (Markey & Waxman, 2013).   

The questions in this work relied upon the development of a set of decision factors that 

influence threat-actors in their selection of electric infrastructure as a legitimate target.  The work 

quantified and estimated the likelihood that a threat-actor will select electric infrastructure as an 

attack target from among an array of other potential choices, using the organizational and 

environmental decision factors developed from the literature. 

Can we identify a set of relevant decision factors that contribute to the selection of 

particular attack targets by sub-state threat-actors?  How can such a set of decision factors be 

identified and validated?  Precisely, in the case of attacks of electric power infrastructure, can the 

likelihood be quantified that a particular actor may choose this target?  How can we construct a 

model to assess the threat of an attack on the electric power grid? 

This research endeavored to examine and quantify the threat of a successful attack on this 

specific target; however, the methods developed in this work can be used to assess decisions 

related to other targets.  While it is unlikely that the work will yield a complete predictive model 

at this stage of maturity, it provides a foundation for assessing the threat and establishing values 

for decision factors that could ultimately contribute to a future predictive model. 



19 
 

1.6.1 Research Approach 

This work is a mixed-methods study using published data from various sources and 

subjecting that data to a multi-step process, which consisted of the following: 

1. Apply a new form of meta-analysis of the literature to identify sub-state groups’ 
decision factors that influence those groups to select particular targets for attack. 

2. Conduct a statistical examination of previous electric infrastructure attacks, using the 
decision factors that emerge from the meta-analysis as units of analysis. 

3. Conduct statistical analysis to identify possible correlations of factors to attacks. 

4. Use the statistical values for each factor to conduct a probabilistic threat assessment. 

1.6.2 Data Collection 

Data collection was focused on attacks of electric infrastructure, where the attacking 

groups had been identified, and on establishing estimated values for threat-actor motivations, 

capabilities, opportunities, and overall threat.  The sample attack data that met these criteria 

comprised 521 attacks. 

The primary dataset was the University of Maryland, National Consortium for the Study 

of Terrorism and Responses to Terrorism (START) (2019) Global Terrorism Database (GTD).  

The START database included over 190,000 documented terrorist attacks from 1970 through 

2018, which far exceeded the amount and range of data in the 2007 Ackerman et al. CrITIC 

infrastructure dataset.  START data is publicly available and downloadable in a Microsoft Excel 

spreadsheet format.  The Excel spreadsheet data were downloaded from 

http://www.start.umd.edu/gtd, and the data were filtered to examine only attacks against electric 

utilities and power grid infrastructure, which included 4,310 attacks from 1970-2018.  It appears 

that the attackers were known in 2,966 cases.  This filtered dataset is specific to electric 

infrastructure attacks and more precise than the CrITIC dataset, which included attacks across all 

critical infrastructure sectors. The data were further filtered to only include attacks from the 19-
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year range of the study (2000-2018), leaving 521 attacks.  This sample represents all attacks 

from January 2000 through December 2018 against electric infrastructure, where the group 

responsible for the attack was identified.  

Other data sources were used to classify group characteristics and decision factors for 

each specific terrorist group to appropriately code the START attack data.  These sources 

included the following: 

� Jane’s World Insurgency & Terrorism IHS Markit publication 

� Stanford University, Center for International Security and Cooperation (CISAC), 
Mapping Militant Organizations Database 

� Terrorism Research & Analysis Consortium (TRAC) 

� Center for Strategic and International Studies (CSIS) 

� Global Terrorism Index 

Where these databases failed to identify group characteristics necessary to code the 

START data, additional sources were used.  This additional source material included regional 

data for terrorist groups in Yemen, the Philippines, Libya, and several countries in South Asia 

and the Levant (Santos, Santos & Dinampo, 2010; Banlaoi, 2014; Clarke et al., 2017; Jones et 

al., 2017; Varvelli, 2017; Sharp, 2019).  Specific information on the groups’ financial resources, 

estimated annual revenue, and sources of income was researched in Jane’s World Insurgency & 

Terrorism IHS Markit publication (2019), Forbes International (Zehorai, 2014 & 2018), and 

other specific sources (Berry et al., 2002; Schulze, 2004; Borárosová, Walter, & Filipec, 2017; 

Hoekstra, 2019). 

1.6.3 Independent Variables 

The independent variables were established by analyzing each terrorist group responsible 

for attacks against electric infrastructure from January 2000 to December 2018 (19 years).  Each 
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group was studied to determine their predominant ideology, organizational age, number of active 

members, lack or abundance of operational resources, and whether the group has previously 

attacked electric infrastructure.  These factors (e.g., ideology, age, size, operational resources & 

previous attacks) were coded into the data associated with each group and served as the 

independent variables for the statistical analysis. 

1.6.4 Dependent Variables 

Using terrorist attacks as a unit of analysis, the current work focused on those directed 

toward electric infrastructure.  The distillation of a set of variables requires the identification of 

attacks of the target type relevant to the questions posited in this chapter.  Therefore, the 

START-GTD dataset was filtered to identify each terrorist attack specifically directed against 

electric infrastructure between January 2000 and December 2018 (19 years), where the attack 

was attributed to a specific terrorist group.  This sample data consisted of 521 attacks that met 

the criteria and were used as the dependent variables in the statistical analysis. 

1.6.5 Statistical Approach 

The statistical examination first assessed the overall threat by comparing terrorist attacks 

of electric infrastructure to attacks against all targets and tracking both sets of attacks over time 

to determine whether attacks were increasing or decreasing.  Using the decision factors as 

independent variables and attacks as dependent variables, the statistical frequency of past attacks 

on electric infrastructure was calculated.  These calculations were used to establish conditional 

values and conduct a probabilistic analysis to estimate the probability of future similar attacks by 

terrorist groups that share organizational characteristics. 
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1.7 Thesis Statement 

Organizational elements and environmental factors influence a range of decisions that 

terrorist groups make, including which targets they select for an attack.  If there is truth in this 

statement, one should be able to select a sample of these organizational elements and 

environmental factors and examine the frequency of attacks on a specific type of target that 

would lead to observable differences in that frequency based on how those elements and factors 

differ among groups.  Ackerman et al. (2007) focused on critical infrastructure in their 

exploration of this idea by stating, “This study was undertaken to develop a greater 

understanding of the factors and dynamics that induce terrorists to attack critical infrastructure” 

(p. xiv).  Since there are no direct and precise studies of this kind that specifically examine 

electric infrastructure sub-sector attacks, the research on terrorist attacks of critical infrastructure, 

more broadly, and the energy sector, which includes electricity, oil, and gas collectively, served 

as proxies here.  Nevertheless, this basic logic can be applied to any selected target.    

This section’s specific assertion is that particular elements emerged as statistically more 

frequent when they were tested against terrorist attacks of electric infrastructure.  The elements 

previously identified as independent variables in this work, which were tested in this research, 

are group ideology, age, size, operational resources, and whether a group has targeted electric 

infrastructure in the past.  A set of testable hypotheses were highlighted from the preliminary 

observations related to the available data.  

1.7.1 Group Ideology 

There is general agreement that group ideology plays a significant role in shaping 

terrorist group decisions, including target selection (Drake, 1998a & 1998b; Post et al., 2002a; 

McCormick, 2003; Victoroff, 2005; Asal & Rethemeyer, 2008; Toft, Duero & Bieliauskas, 2010; 
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Ahmed, 2018b).  However, debate remains over which ideological groups favor which targets.  

This is also the case for establishing which energy infrastructure sub-sectors appears as desirable 

targets to groups across the ideological spectrum.  Ackerman et al.’s (2007) data (worldwide 

attacks 1933-2003) indicated that oil and gas comprised 50% of the attacks, while electric sub-

sector targets made up only 15% of the attacks on critical infrastructure as a whole.  Miller 

(2016) presented nearly the opposite view with a dataset of domestic attacks (U.S., 1970-2015), 

which showed 53% of attacks targeting electric infrastructure and only 8% targeting oil and gas. 

The ideological research offers even more ambiguity.  Miller (2016) attributed most of 

the energy sector attacks to left-wing groups, while Toft et al. (2010) identified secular-utopian 

groups (a blend of left- and right-wing groups) in more than half of the attacks against energy 

infrastructure.  Toft et al. (2010) made a point to highlight that “nationalist–separatists have the 

highest proportion of varying groups attacking ETIs [energy infrastructure]” (p. 4413).  The 

Ackerman et al. (2007) study of attacks on critical infrastructure (in general) attributed most of 

the previous attacks to secular-utopian and ethno-nationalist groups, yet Ackerman et al. (2007) 

predicted that the majority of future attacks would be conducted by “Global Jihadist Groups” (p. 

172). 

Ahmed (2018b) observed that a mix of ethno-nationalist and left-wing groups “have the 

highest predicted probability of attacking infrastructure targets”, while also noting that 

infrastructure attacks by left-wing groups are on the decline (p. 386).  This observation is 

somewhat supported by a preliminary assessment of the START-GTD data (2000-2018), which 

showed ethno-nationalists with the highest level of electric infrastructure attacks and increasing 

over time.  Left-wing groups factions were the second-highest group, but the statistical trend was 

flat or even slightly decreasing over the same period.  Therefore, it was likely that ethno-
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nationalist groups would account for more electric infrastructure attacks than other ideological 

groups.  As such, it is hypothesized:  

H1:  Physical attacks of electric infrastructure are more likely to be conducted by ethno-
nationalist/separatist terrorist groups. 

1.7.2 Group Age 

The literature suggested some agreement that the age or maturity of a terrorist group 

influenced a range of decisions regarding tactics, target selection, and the use of new 

technologies (Drake, 1998a; Hoffman & McCormick, 2004; Ackerman et al., 2007; Asal & 

Rethemeyer, 2008; Asal et al., 2009; Horowitz, 2010).  A preliminary review of the START-

GTD data (2000-2018) suggested that groups with more longevity attack electric infrastructure at 

higher rates.  Therefore, it was likely that older groups (>5 years) would account for more 

electric infrastructure attacks than newly formed groups (<5 years).  As such, it is hypothesized: 

H2:  Physical attacks of electric infrastructure are more likely to be conducted by 
terrorist groups that have been in existence for over 5 years. 

1.7.3 Group Size 

The size of a terrorist organization as a function of organizational structure showed some 

correlations with operational capabilities and resources (Ackerman et al., 2007)).  Drake (1998a) 

parsed this thought with more granularity by correlating the complexity of attacks and the range 

of potential targets that can be attacked with a group’s size.  Even the adoption of technology, 

which can be said to influence operational capability, has also been correlated to the size of a 

terrorist group (Jackson, 2001).  Ackerman et al. (2007) went further by concluding through case 

studies that group size contributed to a group’s ability to attack critical infrastructure.   

A preliminary review of the START-GTD data (2000-2018) suggested that larger groups 

attack electric infrastructure at higher rates, and this trend seems to have increased over time.  
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Therefore, it was likely that larger groups (>3,000 members) would account for more electric 

infrastructure attacks than smaller groups (<3,000 members).  As such, it is hypothesized: 

H3:  Physical attacks of electric infrastructure are more likely to be conducted by 
terrorist groups with more than 3,000 members. 

1.7.4 Groups with Previous Electric Infrastructure Attacks 

The literature has posited that terrorist groups learn from the success or failure of 

previous attacks.  Terrorist groups tend to replicate successes and return to attack similar targets 

repeatedly (Drake, 1998a; McCormick, 2003; Ackerman et al., 2007; Hoffman, 2017).  A 

preliminary examination of the START-GTD (2000-2018) data indicated a greater statistical 

frequency of attacks on electric infrastructure by groups with at least two previous attacks of 

similar targets.  As such, it is hypothesized: 

H4:  Physical attacks of electric infrastructure are more likely to be conducted by 
terrorist groups that have 2 or more previous attacks. 

1.7.5 Operational Resources 

The literature posits that a terrorist group’s operational capabilities and resources will 

influence, and at times limit, its decisions, including which targets it can and will attack (Drake, 

1998a, pp. 73-97; Ackerman et al., 2007, p. 155; Ganor, 2008, p. 279).  This observation was 

anecdotally evident with attacks of electric infrastructure.  Such data (START-GTD 2000-2018) 

revealed a high frequency of attacking groups, which are listed among the best-known resourced 

groups in the world (Zehorai, 2014 & 2018). 

A preliminary review of the START-GTD data (2000-2018) suggested that terrorist 

groups with greater operational capabilities and resources would attack electric infrastructure at 

higher rates.  A group’s lack or abundance of operational resources was defined in this work 

based upon its size, quality of leadership, access to additional personnel (reserves), availability of 

weapons, financial resources, technical competence, ability to innovate, adoption of technology, 
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networking ability, and the creation of alliances with other groups (Drake, 1998a; Jackson, 2001; 

McCormick, 2003; Ackerman et al., 2007, Horowitz, 2010).  As such, it is hypothesized: 

H5:  Physical attacks of electric infrastructure are more frequently conducted by 
terrorist groups with greater operational resources (e.g., a combination of revenue, 
access to sophisticated weapons, use of technology, state or patron support, and 
popular local support). 

1.8 Theoretical Framework 

Drake (1998a) and Ackerman et al. (2007) established a theoretical framework for 

studying and understanding the various organizational and external decision factors that shaped 

the selection of targets by terrorist groups.  Drake’s (1998a) work broadly examined target 

selection in general.  Ackerman et al. (2007) focused on attacks of critical infrastructure, 

including electric infrastructure, but did not concentrate exclusively on power grid attacks.  Both 

works examined target selection by applying a range of decision influences and factors. 

One of the outcomes of this current work was the emergence of an updated theoretical 

framework that concentrates specifically on attacks of electric infrastructure but offers the 

potential for studying attacks on any selected type of target.  The framework applied a rigorous 

method for identifying influences and factors that can shape decisions related to target selection, 

and then proposed a statistical process for establishing the frequency of previous similar attacks 

and a conditional probability model for estimating the threat of future similar attacks. 

1.9 Assumptions and Limitations 

Given the relatively small number of domestic attacks of electric infrastructure, this work 

assumed that an examination of global attacks can be correlated to the domestic threat.  Due to 

the variety of political, cultural, and security environments in the various countries where these 

attacks occurred, this assumption can be debated and should be considered when assessing the 

current research.  This limitation was somewhat mitigated by the inclusion of attacks from 38 
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different countries in 10 different regions of the world, which included North America, Western 

Europe, the Middle East & Levant, North Africa, Central Asia, Southeast Asia, South America, 

Eastern Europe, Sub-Saharan Africa, and South Asia.   

The analysis of past electric infrastructure attacks did not include a meaningful 

examination of the consequences of the attacks.  The analysis was not limited to large attacks 

with significant human and economic impacts.  The analyzed data included all attacks on electric 

infrastructure during the period under review, even relatively small attacks.  All but 14 of the 

attacks in the subset caused less than $1 million in damage.  None of the attacks resulted in 

damages that exceeded $1 billion.  It can be argued that threat and consequence should not be 

decoupled and studied separately because this is not an effective predictor of large attacks in the 

U.S.  This is a valid concern, and the research should be viewed with this limitation in mind. 

The development of conditional probabilities to estimate the probability of future events 

can be done using a variety of methods, including the elicitation of well-calibrated experts 

(Wang & Bier, 2013; Hubbard & Seiersen, 2016).  The current work assumed that conditional 

values derived from the statistical frequency of past events present a viable and, in some cases, 

superior method approach.  This assumption can and has been challenged in the literature.  There 

is a reasonable argument that prior values and conditional values can be just as effectively 

established as a function of one’s belief (Ezell et al., 2010; Howard & Abbas, 2015). 

1.10 Summary of the Dissertation 

The remaining chapters of this dissertation include the following: 

Chapter 2 is a review of the literature on terrorism studies, which was explicitly aimed at 

a synthesis of material related to terrorist group decision influences.  This chapter also includes 

extensive research into the characteristics of the terrorist groups examined in the analysis. 
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Chapter 3 is a review of the research methods used in this study.  These methods included 

the presentation of a novel and exhaustive meta-analysis of the literature, a description of the 

data collection, coding methods, and the statistical methods employed to analyze the data. 

Chapter 4 is a step-by-step review of the statistical analysis and results. 

Chapter 5 includes a detailed discussion of the analysis and conclusions related to the 

probabilities that emerged from the work.  This chapter examines the strengths and limitations of 

the current work while exploring opportunities for future research that could flow from this 

study.  



29 
 

Chapter 2: Literature Review 

2.1 Introduction 

Building a foundation of the previous studies on how terrorist groups and other sub-state 

actors select electric infrastructure or any other target for attack is no trivial undertaking.  

Specifically, the literature is conspicuously absent of studies on attacks of electric infrastructure.  

There are a few studies of energy infrastructure attacks, which include electric grid components, 

but also include gas and oil facilities and related components.  There are also studies of critical 

infrastructure attacks more generally, involving energy and electric infrastructure, and including 

government facilities, transportation networks, water infrastructure, etc.  The bulk of the 

literature is focused on how terrorist groups make decisions and select targets in general.  Taking 

the comprehensive view, it is prudent to begin with a study of the literature on group motivation 

and decision influences, and then gradually narrow to specific factors that shape target selection.  

These broader themes can be extrapolated to perhaps make sense of the factors that can motivate 

electric infrastructure attacks. 

Although many types of sub-state actors can and have attacked electric infrastructure, the 

most comprehensive available data involves attacks by terrorist groups, which can serve as a 

proxy for all sub-state groups and individuals with respect to evaluating decision factors.  

Specifically, the literature correlates target selection decisions made by traditional criminal 

actors with similar decisions made by terrorist groups and lone political actors (Clarke & 

Newman, 2006; Marchment & Gill, 2018; Marchment, Bouhana, & Gill, 2018).  Logistical 

constraints and risk-reward calculations are remarkably similar across a spectrum of sub-state 

actors (Clarke & Newman, 2006; Marchment & Gill, 2018; Marchment, Bouhana, & Gill, 2018).  
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Much of the underlying factors that account for decisions related to tactics and target selection 

remain consistent across all three types of perpetrators.   

Therefore, this research benefitted from a review of the literature on terrorism studies, 

which has evolved over the past 50 years.  This literature review emphasized the motivations, 

influences, and decision-making processes of terrorist groups.  The choices among these groups, 

including which tactics are employed and which targets are selected for attack, are not arbitrary.  

Drake (1998b) postulated that “…attacks by non-state terrorist groups are rarely indiscriminate. 

Target selection is instead determined by a number of factors…” (p. 53).  These decision factors 

emerge from a thorough and broad review of the terrorist group studies literature. 

Using a synthesis of the literature and available terrorist group data, this work is focused 

on understanding the potential for sub-state threat-actors to attack and damage electric 

infrastructure.  The power grid, much like other critical infrastructure assets, presents an 

attractive target.  The destruction of electric infrastructure components has potentially severe 

public safety and economic consequences.  With this threat in mind, this review focuses on the 

underlying decisions that terrorist groups make concerning the selection of targets for attack.  

The specific interest in attacks of electric infrastructure is viewed through a lens of analysis of 

decision-making in the broader sense. 

Scholars and security professionals have sought to understand the underlying motivations 

of terrorist groups for decades.  The apparent goal of this 50-year quest for a greater 

understanding of terrorist group decision-making is to inform policy aimed at the prevention and 

disruption of terrorist activity.  This review of the literature examines the evolution of scholarly 

thought on terrorist motivations and explores the key factors that influence behavioral choices, 

such as the decision to engage in political violence, choice of tactics, and the selection of 
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particular targets.  While the forces that shape the individual terrorist’s motivations have some 

relevance to this review, the primary aim is to analyze terrorist organization decisions in a group 

context and specifically those factors that influence group decisions.  The literature will be 

presented initially in a broad historical overview to identify early scholars that contributed to the 

foundations of modern terrorism studies and highlight the evolution of thought regarding why 

terrorists engage in terrorism.  Some of these early concepts have since been discounted, 

discarded, or in some cases, incorporated into more precise and current models of decision-

making.  These early hypotheses provide context for a better understanding of later and more 

mature decision-making models, and they highlight the need for theoretical foundations based on 

empirical evidence. 

There has been much attention paid to the modi operandi of terrorist groups, such that 

they can be better understood and, more precisely, their decision schema more clearly identified.  

Scholars initially sought to explain why terrorist groups engaged in political violence at all 

instead of other forms of extremism and political resistance (Jenkins, 1974; Crenshaw, 1981).  

They debated whether terrorists behaved as rational actors, making logical decisions that were 

instrumental to their strategic aims (Crenshaw, 1990), or whether they acted indiscriminately, a 

function of some psychological defect, or as a means of psychological, social, or political 

expression (Post, 1990).  Eventually, questions emerged regarding why groups attacked 

particular targets, why they choose specific tactics, and what motivated the timing of attacks 

(Hoffman, 1993).  These questions remain relevant in shaping counter-terrorism policy.  

The present work will briefly examine the question of why terrorists choose terrorism, 

then narrow the focus to how terrorist groups make specific decisions and how the literature has 

identified a distinct set of influences that shape such decisions.  The structure of this review will 
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first describe the chronological evolution of the literature and its key contributors, and then 

synthesize the research related to terrorists’ decisions, including tactics and target selection, and 

ultimately distill specific factors that contribute to those decisions. 

2.2 Evolution of Terrorist Group Motivational Theory 

Modern terrorism, as it is understood in the accepted literature, began in the 1880s in 

Russia (Rapoport, 2004), although various forms of political violence had been in existence for 

much longer.  According to Rapoport (2004), modern terrorism can be broken into four distinct 

periods or “Waves” starting with the “Anarchist Wave” in the 1880s, followed by the “Anti-

Colonial Wave” in the 1920s, the “New Left Wave” in the 1960s, and the “Religious Wave” 

signaled by the overthrow of the Iranian government by Ayatollah Khomeini in 1979 (p. 47).  

Rapoport believed that each of the first two waves were approximately 40 years in length, and 

elements of each wave predated its official arrival and lingered well past its apogee and into the 

next wave.  This theory is essential in the current study of terrorism because each wave seemed 

to learn from the previous one, and each wave has capitalized on new technologies.  The Russian 

anarchists exploited the discovery of dynamite for use in constructing bombs.  Today’s Islamist 

jihadi groups make use of the internet and mass media platforms for dissemination of 

information as a core operational capability.  These evolving capabilities shaped terrorist 

decisions and, ultimately, their specific tactics and the targets they select (Rapoport, 1971 & 

2004; Jenkins, 1974; McCormick, 2003). 

The modern study of terrorism and specifically the study of terrorist motivations and 

decisions began in earnest during the 1970s as the third wave reached its apex (Brannan, Esler & 

Strindberg, 2001; McCormick, 2003).  Scholarship surrounding the motivations, decisions, 

tactics, and target selection of terrorist groups has matured over the past 50 years, and with this 
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emergence, the field has witnessed the rise of the scholar-practitioner as a central contributor to 

the literature.  These included Jenkins, who served in the U.S. Army, Post and Sageman, both of 

whom worked as analysts for the Central Intelligence Agency, and many others.  These 

practitioners analyzed and attempted to counter violent extremism.  They also contributed to 

academia and the formal study of terrorism. 

The early and foundational contributors to the scholarship of terrorism studies, what we 

might consider the founders, included Jenkins, who famously said, “Terrorism is theater” (1974, 

p. 4), Rapoport, known for the “four waves of terrorism” (2004) and generational moral 

contradiction as the seeds of political violence (1971), and Laqueur, who made early connections 

between modern technology and terrorism (1977).  Jenkins also saw the importance of 

technology and its relevance to terrorist decision making when he postulated that “Contemporary 

technology has provided terrorists with new targets and capabilities” (Jenkins, 1975, p. 4).  

Jenkins was commenting on the arrival of global jet air travel, mass media communication 

through television and radio, the emergence of advanced weapons, and the implications of these 

phenomena on the capabilities to conduct acts of political violence on an international scale 

(Jenkins, 1975).  His words from 45 years ago seem prescient today, as we consider the role of 

weapons of mass destruction, instant global communication networks, and other advanced 

technologies that have further enhanced the operational capability of terrorist groups.  Wilkinson 

(1974) examined terrorism through a “revolutionary” lens (pp. 125-135), while Gurr (1970) saw 

a nexus between “relative deprivation” and various forms of political violence (p. 24).  The early 

point-counterpoint exchange between Crenshaw and Post (1990) contrasted the “strategic 

choice” and “psycho-logic” views of terrorist motivation, respectively (pp. 7-40).  The 

emergence of Hoffman in the 1990s and his contributions to the scholarship set the stage for the 
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accelerated pace of scholarly thought on terrorist motivation, tactics, and target selection 

(Hoffman, 1993). 

2.2.1 Early Decision Models 

The decision models evolved from exploring the general motivations for political 

violence to a more concentrated examination of specific factors.  Sprinzak (1991 & 1998) made 

significant contributions to our understanding of terrorist behavior and developed a model 

intended to forecast radicalization and potential violence.  His compilation of essential risk 

factors established a framework with a somewhat predictive dimension.  Sprinzak (1998) was 

attempting to identify that point in time when a radical group transitions from non-violent 

extremism to violent acts of terrorism (Post, Ruby & Shaw, 2002a).  He constructed a framework 

with 11 discrete and interconnected factors encompassing psychological, social, organizational, 

political, strategic, and environmental considerations (Sprinzak, 1998).  

Sprinzak took neither an exclusively psychological nor a rational approach, and he did 

not view these factors in isolation; although, the nature of their interrelationship is not explicitly 

articulated (1998).  The model had an additional step that quantified the risk as a numeric score.  

Post et al. (2002a) described Sprinzak’s Terrorism Potential Index (TPI) as a “major advance on 

the path to assessing a radical group’s risk for terrorism” but then criticized the model for its 

overly simplistic design, absence of critical factors, and lack of integration (p. 75).  Post et al. 

(2002a) challenged the quantitative component and posited that it “confers dubious precision to 

what remains a largely qualitative estimation” (p. 75). 

Post et al. (2002a) built upon Sprinzak’s (1998) decision framework to develop a more 

comprehensive model of decision factors.  This framework was presented as analogous to 
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Lewin’s Field Theory (1939) to describe its “four overlapping and interacting fields” (Post et al., 

2002a, p. 77): 

� Historical, Cultural, Contextual Features 

� Key Actors Affecting the Group 

� The Group/Organization 

� The Immediate Situation 

Post et al. (2002a) presented the framework as a means of describing the radicalization 

process and the risk factors that might indicate imminent terrorist violence.  In some ways, the 

Post et al. (2002a) framework resembles Moghaddam’s (2006) “Staircase to terrorism” (pp. 43-

44).  Unlike Sprinzak (1998), Post et al. (2002a) did not apply a quantitative metric to their 

model.  The research design involved the application of expert interviews using the Delphi 

method.  The model remains primarily within the bounds of a social-psychological orientation.  

Within each of the categories or “fields” there are a set of individual risk factors (Post et al., 

2002a & 2002b). 

The “historical, cultural, and contextual” category included socio-economic conditions 

and the group’s history related to conflict, violence, religion, political instability, and other 

environmental factors.  The “key actors” category included factors related to rival groups, 

incumbent regimes, supporters, and other involved stakeholders, and how they interact with the 

group (Post et al., 2002a & 2002b).  This category is consistent with factors identified by a 

variety of scholars (Drake, 1998a; Ackerman et al., 2007; Brannan et al., 2014).  The final two 

categories highlighted the organizational characteristics and external conditions that might 

influence group decisions (Post et al., 2002a).  These general themes also appeared in the works 

of Drake (1998a), McCormick (2003), Ackerman et al. (2007), Libicki et al. (2007), Brannan et 

al. (2014), and Ahmed (2018), although these authors approached the specific context and 

verbiage from their viewpoints. 
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Drake (1998a) analyzed terrorist group ideology, strategies, tactics, capabilities, external 

factors, target characteristics, the security environment, and other factors to better understand 

potential decision-making influences.  While Drake’s work was not intended to predict the target 

preferences of particular groups or assess threats directly, it pointed the way for how other 

scholars eventually framed the issue.  He examined various attack modalities, including 

sabotage, targeted assassination, mass casualty attack, hijacking, and hostage siege.  At the time 

of Drake’s writing, this level of decision analysis had not been done.  Most of the literature on 

terrorist decision factors dealt with broader questions of why terrorists engaged in terrorism, 

specifically what decision factors influenced extremist groups to take up terrorist violence as 

opposed to the other available alternatives to drive political change (Gurr, 1970; Wilkinson, 

1974; Laqueur, 1977; Crenshaw, 1981; Schmid & Jongman, 1988; Sprinzak, 1991).  This 

broader question led to the rational actor vs. psychological motivation argument (Crenshaw, 

1990; Post, 1990).  Drake’s work was far more comprehensive and precise in its examination of 

distinct group decision factors. 

Drake (1998a) developed a model of terrorist decision-making and a target-selection 

process that featured a hierarchical core where ideology informs strategy, which drives tactics 

and, ultimately, target selection.  Drake’s hierarchy is shaped by influencing forces at each of 

these stages, including group dynamics, external opinion, operational capabilities, the security 

environment, protection of the target, and the current conditions (1998a).  Drake further detailed 

his theory of terrorist strategy as it developed through an assessment of resource constraints and 

an appraisal of the likely reaction of external stakeholders.  The theory considers whether the 

particular strategic objective will be met, such as the elimination of a threat, provocation of 

regime reaction, etc.  The strategic objectives are further distilled to weigh the target’s value in 
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relation to the risks and how well the target is protected.  This risk-reward theory has been 

echoed in much of the research since Drake’s work (Clarke & Newman, 2006; Gill, Marchment, 

Corner, et al., 2018).  The target protection scheme will also determine the choice of tactics for 

the operation or whether to simply choose another target.  At any point in this process, the group 

can choose to substitute one target for another or abandon the operation altogether.  The results 

of an operation or its abandonment provide a feedback loop for future operations and potential 

targets (Drake, 1998a). 

2.2.2 21st Century Decision Frameworks 

Much of the related literature up through the mid-2000s was summarized by McCormick 

(2003) and Victoroff (2005), although they approached the work from differing perspectives.  

McCormick (2003) synthesized the literature contemporary with his writing to consolidate 

various theories into three broad “frames” to explain terrorist group decision-making.  The 

strategic, organizational, and psychological frames proposed by McCormick offered a logical 

body of categories in which to organize subsets of loosely connected factors that were thought to 

drive decisions.  These frames examined decisions to escalate extremist activity to actual 

violence, determine which tactics might be employed, and choose which targets to attack 

(McCormick, 2003). 

Victoroff (2005) produced a literature review that primarily examined sociological and 

psychological influences of decision-making.  Although his work illuminated the lack of 

empirical data to support most of the specified theories for which he offered significant and 

pointed criticism, Victoroff acknowledged the potential value of a model that blended a mix of 

psychology, ideology, organizational structure, and strategy (2005).  His literature review added 

to a greater understanding of decision factors for terrorist groups. 
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Ackerman et al. (2007) and the research team at the Lawrence Livermore National 

Laboratory contributed the most extensive, relevant, and detailed work to date concerning the 

current research questions.  Ackerman’s team leveraged Drake’s (1998a & 1998b) earlier 

framework and produced a detailed study for the Center for Nonproliferation Studies (CNS).  

The report entitled Assessing Terrorist Motivations for Attacking Critical Infrastructure provided 

a more exhaustive review of the decision dynamics of terrorist organizations than past studies. It 

appeared to be the only research up to that time attempting to correlate these dynamics to attacks 

specifically on critical infrastructure.  The study used a mixed-methods approach that assembled 

an attack database, including 1,874 incidents, a collection of case studies, and a model for the 

data’s statistical analysis.  The research took a comprehensive view of what constitutes critical 

infrastructure to include all possible sectors within its definition: 

Critical infrastructures are those physical systems that a community depends on to 
maintain its security, governance, public health and safety, economy, and public 
confidence. The constituent parts of such systems will vary according to the 
community context in which they are viewed (Ackerman et al., 2007, p. vii). 

The research examined the likelihood that particular groups might be attracted to critical 

systems instead of other potential targets and which types of infrastructure provoke the most 

interest.  Ackerman et al.’s work highlighted the importance of assessing terrorist threats to 

critical infrastructure because of society’s reliance on these systems for everyday life, where 

disruptions can result in significant economic and human health impacts.  The study further 

posited that terrorist groups were aware of critical infrastructure systems and viewed them as 

high-value targets to be exploited (2007).   

The Ackerman et al. research organized a framework around three broad thematic 

groupings, including terrorist group characteristics, external environmental characteristics, and 

general decision-making tendencies (2007).  Each thematic grouping included a subset of related 
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decision factors.  The details of this approach were synthesized primarily from Drake’s (1998a) 

earlier work, but it also included conceptual contributions from Hoffman (1993 & 2003), Post et 

al. (2002a), McCormick (2003), and others.  Ackerman et al. (2007) outlined decision factors 

enumerated as group ideology, organizational structure, organizational dynamics, group 

maturity, demographics, resources available to the group, and operational capabilities within the 

group characteristic category.  Ackerman et al. (2007) defined ideology as a group’s religious, 

cultural, and social orientation and political worldview.  Other general factors included the 

terrorist group’s timeline for action, risk of attack failure, operational goals of the group, 

recruitment and organizational strengthening, desire to punish the incumbent regime or society, 

likelihood that the attack would force change or concession, degradation of government 

capability, public perception, provocation of the regime into a repressive overreaction, number of 

casualties, success or failure of past attacks, and the use of particular weapons (Ackerman et al., 

2007). 

The Ackerman et al. (2007) research found that bombing was the most prevalent attack 

modality, with 50% of the infrastructure targets being in the oil and gas sectors.  This was the 

most frequently targeted infrastructure, followed by electric power at 15%, government/public 

sector at 8%, rail transportation at 5.3%, and water infrastructure at 3.7% (Ackerman et al., 

2007).  If embassy and consulate attacks are subtracted from the analysis, which were small in 

scale but numerous, then oil/gas and government were the two most frequently attacked targets 

(Ackerman et al., 2007). 

The study showed a clear distinction over time concerning the tendencies of particular 

ideological groups that favor critical infrastructure targets.  Between 1933 and 2004, leftist and 

nationalist groups were most frequently engaged in infrastructure attacks, with oil and gas 
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facilities being most targeted.  This trend of targeting oil and gas facilities was especially 

common for all groups in Europe, Latin America, the Middle East, and North Africa.  Religious 

groups were generally less specific in their choice of infrastructure attacked during this period 

(Ackerman et al., 2007).  

After 2004, religious groups made up the highest number of critical infrastructure attacks 

(Ackerman et al., 2007), which coincided with the ascendance of the fourth wave of terrorism 

(Rapoport, 2004).  This increase corresponded to an increase in the lethality of attacks 

(Ackerman et al., 2007).  The study focused on the more recent tendency for Islamist/Jihadi 

groups to broadcast via public statements their intentions to attack infrastructure for strategic 

reasons and the number of actual attacks of said infrastructure (Ackerman et al., 2007). 

The trends discovered in the data suggested to Ackerman et al.’s (2007) research team 

that future attacks on critical infrastructure in the U.S. will likely be carried out by religious 

groups (specifically Islamist/Jihadi groups), domestic right-wing groups, and radical 

environmental groups. 

The summarized findings of the Ackerman et al. (2007) study concerning the decision-

making process emphasized the role of group ideology in deciding which targets were legitimate.  

Group ideology emerged as the study’s central factor in shaping decisions.  This observation is 

consistent with earlier findings by Drake (1998a & 1998b), Post et al. (2002a), McCormick 

(2003), and Victoroff (2005), and later reiterated by Asal and Rethemeyer (2008), Toft, Duero, 

and Bieliauskas (2010), and Ahmed (2018b).  Strategic objectives and operational capability 

provide the next important considerations for target selection. These factors provide a means to 

identify a group of potential targets, narrowed down to a final selection based on a determination 

of the likelihood of success considering target vulnerabilities and security protection.  The nature 
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of the organization and its leadership shape final decisions about tactics and targets, but this is 

set against a backdrop of external and environmental factors (Ackerman et al., 2007). 

Libicki, Chalk, and Sisson (2007) took a more focused approach to assess decision-

making.  Their study, published by RAND, examined 14 terrorist attacks conducted by al-Qaeda 

between 1993 and 2004.  Using this dataset, Libicki et al. (2007) conducted a mixed-methods 

analysis using a combination of quantitative metrics (casualty rates & economic loss) and 

qualitative descriptors (venue characteristics and attack modality), the results of which were 

organized around four hypotheses.  These four hypotheses were believed to encompass the 

primary motivations for attacking specific targets: 

� Coercion of the enemy to compel some desired action or change in policy 

� Damage of the enemy’s operational or economic ability to disrupt the terrorist 
group’s activities 

� Rally support and loyalty within and beyond the immediate area of influence  

� Franchise the group’s activities by inspiring attacks by other groups in other 
locations (p. 8) 

These hypotheses were tested against the facts of each case, statements of intent by al-

Qaeda, and expert interviews.  Libicki et al. (2007) developed an inductive model to estimate al-

Qaeda’s intent to attack a particular set of targets, using a range of attack modalities to achieve 

distinct organizational objectives.  The approach assumed that al-Qaeda made such target and 

tactical decisions based on a rational model with a distinct set of objectives in mind (Libicki et 

al., 2007). 

Similarly, Drake (1998a) and Ackerman et al. (2007) used descriptive terms such as 

punitive, coercive, organization-building, enemy capability-diminishing, threat elimination, 

compliance, disorientation, attrition, provocation, and advertisement.  There is an abundance of 

semantic interconnection between many of these terms, and this similarity of themes reinforces 

the efficacy of Libicki et al.’s (2007) conclusions. 
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Asal and Rethemeyer (2008) took a divergent approach toward developing an 

understanding of terrorist group decision factors by focusing specifically on attack lethality.  

This research examined 395 terrorist attacks from 1998-2005 to correlate the lethality of attacks 

with factors such as ideology, territorial control, state sponsorship of the group, country of origin 

of the group, and organizational size, structure, and age.  Asal and Rethemeyer (2008) collected 

attack data from the Memorial Institute for the Prevention of Terrorism’s (MIPT) Terrorism 

Knowledge Base (TKB).  The dependent variable was the number of fatalities in each attack. 

The Asal and Rethemeyer (2008) study found that group ideology was an indicator and 

even a predictor of lethality.  This finding suggests that organizational decisions on tactics and 

targets, which might influence the number of deaths per attack, were shaped by the group’s 

ideology.  The finding is consistent with Drake (1998a & 1998b) and Ackerman et al. (2007).  

Likewise, organizational size and dynamics, or what Asal and Rethemeyer called 

“connectedness” (2008, p. 447), also tended to correlate with lethality, which supported earlier 

work (Drake, 1998a; McCormick, 2003; Ackerman et al., 2007) that suggested these factors 

influenced a group’s’ tactical and targeting choices.  Consistent with earlier findings by Drake 

(1998a) and Ackerman et al. (2007), Asal and Rethemeyer (2008) could not correlate decisions 

with group age or state-sponsorship.  Asal and Rethemeyer’s (2008) findings disagreed with 

earlier work by Sprinzak (1998) and Post et al. (2002a & 2002b) that characteristics of the host 

country [including levels of violence] influenced a group’s lethality.  The work further made the 

case that ideology and organizational factors are strong indicators of overall decision tendencies.  

The conclusion was that groups with religious or a blend of both religious and ethno-nationalist 

ideologies were more likely to kill more people during attacks.  The same correlation with 
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lethality emerged when examining larger and well-connected organizations (Asal and 

Rethemeyer, 2008). 

LaFree and Ackerman (2009) conducted a review of previous research to examine the 

causes of terrorism, but the work also has some relevance to specific group decision factors. Two 

notable findings of this research included the observation that terrorist activity was more 

frequent from groups in failed or weak states and countries in transition to democracy. This 

finding supports the idea that terrorism provides a means to delegitimatize the government or 

expose its inability to adequately protect its citizens.  This motivation to delegitimize the existing 

government can influence the factors that shape individual decisions, including target selection.  

Critical infrastructure as a symbol of government stability can be an attractive target for this 

reason.  Aside from the specific findings, the research also echoed earlier conclusions regarding 

ideology, group leadership, and outside support as potential decision factors to be further studied. 

Horowitz (2010) examined terrorist group decisions through the lens of the diffusion of 

innovation.  Specifically, Horowitz studied how terrorist groups adopt innovations from other 

groups and how this emulation influences tactical and targeting decisions.  The research utilized 

a dataset of 823 terrorist groups, as documented in the American Memorial Institute for the 

Prevention of Terrorism and the RAND Corporation (MIPT-RAND).  The analysis focused on 

the use of suicide attacks as the dependent variable and what factors increased the likelihood of 

adopting this modality.  Horowitz (2010) developed a model that suggested suicide attacks were 

propagated primarily from two groups (Hezbollah and the Tamil Tigers) and adopted by other 

groups through network connections.  The connectedness of these groups facilitated 

organizational learning and adoption of the tactic. 
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The significance of the research in a broader understanding of terrorist group decision 

factors arises from its selection of independent variables that included ideology, organizational 

capital (a function of organizational age), and external linkages with other groups.  There was a 

correlation between religious groups and the propensity to use suicide attacks because religious 

groups tended to have tighter links with other groups of similar beliefs.  Public support was also 

a factor in that groups that were intertwined with the communities where they operated were 

susceptible to society’s norms and tolerance for such attacks, while groups more isolated from 

society were not subject to such influences (De La Calle & Sánchez-Cuenca, 2007; Horowitz, 

2010).  Horowitz (2010) found that “organizational change requirements for adopting an 

innovation significantly influence the overall adoption pattern, along with interlinkages between 

groups” (p. 33). However, each group’s resources, operational capability, and organizational 

capacity were significant factors determining the adoption of suicide attacks (Horowitz, 2010). 

Toft, Duero, and Bieliauskas (2010) focused their research on terrorist targeting decisions 

explicitly related to energy infrastructure attacks.  The work draws heavily from Drake (1998a), 

McCormick (2003), Libicki et al. (2007), and Ackerman et al. (2007).  The study is a mixed-

methods design with a statistical analysis of attack data and a case study.  The datasets included 

over 2,000 documented attacks between 1998-2008 sourced from the Global Terrorism Database 

(GTD) (START, 2010) and the Worldwide Incidents Tracking System (WITS) (National 

Counter-Terrorism Center, 2010).  The analysis focuses on attacks of the transmission segment 

of energy infrastructure, including high voltage electrical power lines, bulk-electric substations, 

high-pressure pipelines, refineries, and other primary transport components.  The transmission 

segment and the selected components of this research represent the most centralized and 
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vulnerable portions of their respective industries, where disruptions can produce the highest 

potential consequence (Toft et al., 2010). 

Toft et al. (2010) studied the frequency of failed and successful energy infrastructure 

attacks to develop a more detailed understanding of terrorist target selection motivations.  The 

quantitative analysis was compared to a case study of al-Qaeda’s strategy on energy sector 

targets.  The study concluded that there did not appear to be a high degree of incentive for 

terrorist groups to attack energy transmission infrastructure.  This finding was based on the low 

number of attacks on energy infrastructure compared to terrorist attacks on other targets—“less 

than 2% of global terrorism between 1998 and 2008” (Toft et al., 2010, p. 4414)—which 

contradicted the popular belief.  Given the perceived strategic value of energy infrastructure and 

the vulnerability of the targets, the low number of attacks was an unexpected finding. There was 

also a disproportionate concentration of attacks in a small number of countries—Pakistan, 

Colombia, and Iraq (Toft et al., 2010).  Toft et al. (2010) theorized that the social and economic 

conditions coupled with the propensity for large-scale violence might have contributed to the 

disproportionate incentive to attack energy infrastructure in these particular countries. 

Toft et al. (2010) identified relevant factors for terrorist decision making as group 

ideology, intimidation effect, symbolism, attack feasibility (security of the target), and external 

stakeholders. These factors for identified for consideration were somewhat consistent with Drake 

(1998a) and Ackerman et al. (2007).  The use of these decision factors originated from an 

assumption that the terrorist groups under consideration behave as rational actors who make 

strategic decisions. 

Brannan, Darken, and Strindberg (2014) predicated their analytical framework upon the 

notion that “groups operating in resource-constrained environments, especially those under 
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pressure for survival, exhibit a number of similar traits or markers” (p. 65).  Brannan et al. 

(2014) suggested that these markers can be applied to the analysis of terrorist groups to better 

understand group behavior.  This analytical framework was built upon an earlier work (Brannan, 

Esler & Strindberg, 2001) applying social identity theory (Tajfel, 1978) to the analysis of 

terrorist groups, using ingroup/outgroup dynamics to explain behavior.  The social identity 

theory foundation assumes that radicalized individuals in terrorist groups understand the 

implications of their membership, assess the value of such membership, and experience a range 

of emotions related to the by-products of membership.  The satisfaction of ingroup acceptance 

and outgroup repulsion is an underlying motivator for action.  This sense of identity and the 

associated dynamics are subsumed to the group and observed at the group level.  Hence, the 

group’s internal synergy (ingroup), competition with rivals (outgroup), and antagonization of 

perceived enemies (outgroup), as well as its interaction with supporters, the external 

environment, and the available resources, shape its decisions within its political objectives 

(Brannan et al., 2014). 

The Brannan et al. (2014) analytical markers include the “patron-client relationship, 

honor and shame culture, limited good [resources], and challenge and response” interaction with 

rival groups and enemies (p. 70).  Patrons are powerful groups or individuals who help support 

and safeguard the terrorist group, with prominent examples being nation-state sponsors.  Shame 

and honor cultures exist in many parts of the world, but they take on significance in a terrorist 

group’s dynamics and what is seen as acceptable behavior.  The reactions to behaviors tend to be 

at the extremes.  “In other words, codes of conduct, rules of engagement, and acting in 

accordance with the ideologies and principles of the group become matters of honor” (Brannan et 

al., 2014, p. 77).  The concept of honor and shame is correlated with a cycle of challenge and 
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response, which is another analytical marker (Brannan et al., 2014).  The challenge and response 

concept assumes that terrorist groups engage in a dialogue of sorts with rivals, enemies, and the 

public at large.  This is a widely accepted view of terrorist activities as a form of communication, 

where actions send messages to intended audiences (Jenkins, 1974; Crenshaw, 1981; Drake, 

1998; Crelinsten, 2002; Asal et al., 2009).  Brannan et al.’s characterization of this dialogue takes 

the form of actions by enemies and rivals that are perceived as challenges to the group and, for 

the sake of maintaining honor, demand a response (action) and vice versa.  This back-and-forth 

messaging is “shaped by the social, cultural, and political context of the specific conflict” (2014, 

p. 72).  Targeting decisions can be viewed as examples of this challenge and response 

communication modality in action. 

The last of the analytical markers (limited good) can be viewed as a limited supply of 

resources that contribute to the group’s success or even a less tangible commodity such as honor.  

Groups compete for these resources with a sense that their gain is another’s loss.  As the group 

gains in land, wealth, or prestige, their rivals and enemies are diminished accordingly.  

Unfortunately, this proposition’s inverse is also true—regime gains represent terrorist group 

losses (Brannan et al., 2014).  The limited good concept is much more nuanced than Drake 

(1998a) or Ackerman et al. (2007) when considering operational capabilities or resources as a 

factor for decisions.  However, a parallel can be drawn between these related views, although 

Brannan et al. (2014) does not offer specific empirical support for their theoretical framework. 

Ahmed (2018a & 2018b) conducted two studies primarily to examine the role of terrorist 

group ideology in making tactical and targeting decisions.  Ahmed also made observations 

concerning the role of the internet as a decision factor in the choice of tactics as well as the role 

of resources as a mitigating factor in decision-making.  Both studies used the University of 
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Maryland’s Global Terrorism Database (GTD) to establish a working dataset.  The research 

explored over 25,000 terrorist attacks between 1970-2013, involving approximately 1,000 

terrorist groups categorized by the following ideological labels: 

� Nationalist-Separatist 

� Religious 

� Right-Wing 

� Left-Wing 

� Nationalist-Separatist/Religious (combination) 

� Nationalist-Separatist/Left-Wing (combination) 

� Environmental 

The tactical choices were listed as bombings, armed assaults, hijackings, barricading, 

assassinations, and kidnappings.  The targets were categorized as political, civilian, security, 

business, rival groups, and infrastructure.  The studies explored possible correlations between the 

various ideological groupings and the listed tactics and targets, respectively.  Since the 

dependent variables were binary, the research calculated the statistical probability, expressed as a 

ratio, that the variable was equal to one (Ahmed, 2018b, p. 383). 

Ahmed also examined how targeting decisions changed over time.  Ahmed’s research 

concluded that “civilian and security targets seem to be increasingly chosen by all group types 

over time, whereas there was a decline in the choice of political, business, and infrastructure 

targets” (2018b, p. 387).  That said, the combination of nationalist-separatist/left-wing groups 

had the “highest predicted probability of attacking infrastructure targets” (2018b, p. 386). 

The research demonstrated that target selection choices varied across the six ideological 

classifications.  Religious groups generally preferred civilian, security, and rival targets, right-

wing and nationalist/separatist groups preferred political targets, and environmental groups chose 

business targets.  With respect to tactical decisions, religious groups tended to use bombing and 

armed assault, and attacks tended to be less discriminate. Left-wing groups favored barricading 
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and kidnapping, and right-wing groups were likely to launch more precise attacks using 

assassination as the tactic of choice.  Older and more established groups tended to conduct less 

discriminate attacks to garner attention and were more prone to use bombs, armed assaults, and 

kidnapping.  Attacks conducted during the internet age also seemed to be generally less 

discriminate and more likely to involve bombings.  Internet-age incidents also saw a decrease in 

armed assaults but an increase in kidnappings (Ahmed, 2018a). 

Ahmed’s model in both studies established ideology as a “driving force” (2018a, p. 89 & 

2018b, p. 380) in terrorist group decision-making.  The research also established a link between 

ideology, operational capability, resources, and organizational age as potential factors to predict 

a group’s preferences for tactics and targets. 

Gill, Marchment, Corner, et al. (2018) produced what could be characterized as a 

qualitative phenomenological study that examined 99 terrorist autobiographies.  The study 

hypothesized that terrorists engaged in patterns of planning and decision-making when selecting 

targets for attack.  These patterns included cost-benefit or risk-reward considerations, much like 

conventional criminal actors.  This cost-benefit analysis included an assessment of the level of 

security or protection of the target.  The 2018 research strengthened the assertion in the current 

work that risk assessment is a significant decision factor in target selection. 

Marchment & Gill (2019) followed up the 2018 research with a rigorous quantitative 

study that examined 150 terrorist attacks conducted by members of the Provisional Irish 

Republican Army (PIRA).  The study’s primary aim was to examine spatial patterns of target 

selection and determine if distance and other geographical phenomena provided some influence 

over such decisions. 
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The Marchment & Gill (2019) research findings supported the hypothesis that groups 

make discrete choices based on physical proximity to the target.  The other spatial questions had 

mixed results, but it was generally supported that geographic characteristics that facilitate or 

obstruct ingress to and egress from the target have some influence over targeting decisions.  In 

this respect, terrorists tend to behave much like conventional criminals.  In particular, the 

distance to potential targets from a terrorist group’s’ area of operation is supported as a potential 

key decision factor (Tench, Fry & Gill, 2016; Gill, Horgan, & Corner, 2017; Marchment & Gill, 

2019).  

Siebert & von Winterfeldt (2020) produced a qualitative comparison study of terrorist 

decision-making approaches based on an analysis of terrorist group objectives.  Specifically, the 

research compares the objectives of al-Qaeda, the Islamic State of Iraq and the Levant (ISIL), 

and Hezbollah.  The work draws upon previous research, where the writings and speeches of 

these terrorist groups are combined with the elicitation of experts to “identify and structure the 

objectives” (Siebert & von Winterfeldt, 2020, p. 2) of each terrorist group and develop a 

hierarchy of those objectives (Keeney & von Winterfeldt, 2010; Siebert, von Winterfeldt & John, 

2016).  The research has significance to the current work in that it attempts to “systematically 

identify (and thereby anticipate) those actions which might be attractive to the terrorist group and 

thus prevent their implementation” (Siebert & von Winterfeldt, 2020, p. 13).  This observation, 

of course, assumes terrorists to be rational actors on some level, thus selecting targets based upon 

a hierarchy of objectives, which Siebert & von Winterfeldt stratify into “strategic, fundamental, 

or means” objectives (2020, p. 2). 

The primary takeaway from the Siebert & von Winterfeldt work is that groups with 

similar ideological orientations can develop different organizational objectives, thereby utilizing 
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differing tactics and attacking different targets.  Therefore, when attempting to understand 

decisions and predict behavior, groups should be analyzed independently.  This theory has 

apparent implications for predicting which groups might select electric infrastructure as a 

legitimate target. 

2.3 Synthesis of Decision Influences 

A synthesis of the preceding concepts can be grouped into Ackerman et al.’s (2007) 

seven categories of decision-making influences, which are identified as follows: 

� Psychological 

� Sociological 

� Ideological 

� Instrumental 

� Organizational 

� External 

� Perceptual 

Each of these influences can be further distilled into subsets of factors that are believed to 

shape decisions.  There is neither complete agreement about the validity of each influence 

category nor robust empirical data to support all of them.  They are presented for consideration 

and analysis based upon their inclusion in the literature.  This synthesis will first address 

psychological and sociological influences because the body of work in these areas cannot be 

ignored despite lacking utility and empirical evidence of validity.  Many scholars have since 

discredited them or discounted their importance.  Even assuming the ability to empirically 

support psychological and sociological influences, they would likely be resistant to intervention 

through public policy and are therefore of marginal relevance to a potential decision analysis 

model.  The remaining five influences will be reviewed in some detail since much of the research 

seems to support their inclusion and the potential to create counter-terrorism strategies through 

policy initiatives.  Organizing the various themes from the literature on terrorist group decision-
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making in this manner is only one of many possible ways to conceptualize the research.  

However, the seven influences create a simple and effective way to evaluate and understand the 

material.  The influences are primarily based upon the approach taken by Drake (1998a) and 

Ackerman et al. (2007).  

2.3.1 Psychological Influences 

Scholars continue to wrestle with early theories about terrorist motivations based upon 

psychological influences.  These included theories that terrorists suffer from severe 

psychopathologies, personality disorders, and narcissistic tendencies to theories that terrorists are 

motivated by subconscious psychological influences that manifest as ex-post-facto logic.  Many 

of these theories have been discounted or disregarded altogether over time, yet they are relevant 

to this review because of their evolutionary contribution to contemporary thinking.  

Psychological influences intuitively play a role in shaping decision-making, but the literature 

suggests that these influences neither completely explain a terrorist’s decisions nor predict future 

decisions (Post, Ruby & Shaw, 2002a).  The relevance of these factors to an overall 

understanding of decision making may have some potential to inform threat assessments, but 

only when combined with other instrumental and organizational considerations (Victoroff, 

2005). It remains unclear how one would operationalize this approach to inform the development 

and administration of public policy to mitigate the threat of terrorist activity. 

Terrorist Profile 

Researchers made early efforts to identify a particular terrorist typology, an individual 

with a singular personality trait or set of collective traits that would predispose the individual to 

engage in political violence.  This thinking emanated from the abhorrent nature of terrorist 

tactics and the perception that terrorist violence was indiscriminate.  This led to an assumption 
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that these imagined personality traits distinguished the terrorist from other actors, and perhaps 

shaped a terrorist’s decisions to select violence instead of other non-violent political alternatives.  

Therefore, this view’s logic suggested that identification of the imagined traits could predict the 

likelihood of terrorist activity.  Scholars have primarily abandoned attempts to identify a terrorist 

profile or a set of personality traits as single predictors of behavior (Corrado, 1981; Ferracuti, 

1982; Silke, 1998; Victoroff, 2005).  Crenshaw (2000) reflected on this idea, “Nevertheless, most 

analysts of terrorism do not think that personality factors account for terrorist behavior…” (p. 

409).  Even Post (1990), who postulated several psychologically based explanations of terrorism, 

rejected the notion of a terrorist mindset or ubiquitous psychopathy driving terrorist behavior. 

Psychopathological Theory 

The psychopathological theory essentially claims that only those individuals suffering 

from some form of insanity would engage in terrorism.  Corrado (1981) disagreed with this 

premise, providing a more precise notion of what is meant by insanity, using the American 

Psychiatric Association definitions of “Axis I” and “Axis II” disorders and describing individuals 

that exhibit psychosis.  These individuals either cannot distinguish right from wrong or simply 

choose wrong behavior because of some sociopathic influence (Corrado, 1981).  Cooper (1977 & 

1978) and Pierce (1977) were early proponents of this theory, in some cases explicitly describing 

terrorists as sociopaths.  Cooper (1977 & 1978) and Pierce (1977) associated terrorist actions 

with psychological conditions that inhibit conscience.  Corrado (1981), Victoroff (2005), and 

many other scholars refuted this argument due to the lack of controlled studies involving 

empirical data from direct clinical observations.  They also noted the presence of anecdotal cases 

where the theory appeared to be contradicted. 
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Narcissism-aggression 

This theory asserts that the source of aggression and possibly overt violence is an insult 

or other affront to the group’s collective ego (Ross, 1996; Victoroff, 2005).  McCormick (2003) 

explained, “Acts of terrorism, by extension, are often (unconsciously) motivated by narcissistic 

injury…” (p. 492).  Two of the central proponents of narcissistic-aggression theory, Post (1990) 

and Pearlstein (1991), cited Kohut’s (1983) psychological theories to support their view of the 

narcissism-aggression nexus.  Pearlstein (1991), in particular, argued that terrorists exhibit 

narcissistic traits.  An early champion of the theory, Gustav Morf (1970), based his views on the 

impact of narcissism on his research conducted with members of a separatist-Marxist group 

imprisoned in Quebec.  Morf (1970) agreed that terrorists consistently displayed narcissistic 

personality traits.  Victoroff (2005) concluded that there was a lack of evidence to support the 

narcissistic-aggression theory, and yet Silke (1998) observed that the terrorist’s lack of empathy 

and tendency for social isolation were, in fact, components of a narcissistic personality.  Both 

researchers stopped short of using the theory as a predictor of terrorist behavior.  Here again, 

psychological theories lack a convincing body of evidence to consistently connect terrorist 

violence to any specific psychological trait or set of traits, and they seem to have little or no 

predictive value for specific decision-making. 

Psycho-Logic Theory 

The central theme of this theory is that logical thinking and poor psychological health are 

not mutually exclusive.  One can make decisions judged to be logical while under the influence 

of some compulsion borne from psychological factors.  Post (1990) introduced the term psycho-

logic and presented his theory as a challenge to Crenshaw’s (1990) notion of strategic choice: 
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Rather, it argues that political terrorists are driven to commit acts of violence as a 
consequence of psychological forces and that their special psycho-logic is constructed 
to rationalize acts they are psychologically compelled to commit (p. 25). 

The theory posits that “logical decisions” are based on a psychologically distorted view 

of reality, or what McCormick (2003) refers to as “cognitive and affective distortions” (p. 490).  

It can be argued that this more accurately fits into the strategic choice theory because the 

decision is willful but based on incongruous or non-rational reasoning, or because it is based on 

sub-conscious forces (McCormick, 2003).  McCormick’s interpretation likely fits more precisely 

within the perceptual influence category (Ackerman et al., 2007). 

Post (1990) argued that psycho-logic was not “willful” or based on “intentional choice 

selected from a range of perceived alternatives” (p. 25).  He made it clear that he was not 

describing individuals that suffered from some deep psychopathology, but instead, they adopted 

a worldview based on a fixed and distorted orientation where they could point to logical 

evidence that supported this view.  This extreme version of confirmation bias reinforces the logic 

of their decisions (Post, 1990). 

One subset of this reality distortion, as outlined by Post (1990), is paranoia theory, where 

the distortions take on a paranoid ideation of persecution.  Post (1990) argued that this perceived 

persecution by an external enemy actually conflicts with their “inner enemy,” resulting from the 

perception of inner weakness and subsequent personality splitting.  Post (1990) described the 

phenomenon of this as a projection of inner struggle onto an external enemy, which he called 

“externalization” (p. 27).  Externalization becomes the rationale for attacking innocent victims, 

representing an extension of the enemy they seek to destroy.  Much like other psychological 

theories of terrorism, there is a lack of empirical data to support Post’s position, and individual 

psychology has not adequately explained terrorism or predicted incidents of violence. 
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McCormick (2003) described psychological frames from the viewpoint of decision-

making as the individual psychology of the group members.  These frames divide along the lines 

of involuntary or instinctive action taken in response to psychological factors.  Each of these 

frames can be further broken down into subsets of choice factors and thought processes. 

2.3.2 Sociological Influences 

Scholars have presented extensive hypotheses on an array of sociological influences, 

including economic status, political oppression, educational status, cultural norms, early 

exposure to violence, and lack of political stability.  Laqueur and Wall (2018) offered statistics 

on al-Qaeda’s leadership as an example of how these sociological beliefs about poverty, 

oppression, and lack of education contributing to terrorism can be disputed.  Al-Qaeda’s 

members included “75% that came from middle- or upper-class backgrounds” and 63% with 

some college attendance (Laqueur and Wall, 2018, p. 125).  Many of these members had earned 

college degrees.  Laqueur and Wall (2018) also listed over 20 of the world’s poorest countries 

and pointed out that none except Afghanistan had experienced any appreciable terrorist activity.  

Crenshaw (2011) also discounted many of these socio-economic influences as having little 

correlation with terrorist activity.  Few of these socio-economic hypotheses have sufficient 

empirical evidence to support their validity, and most have limited value to counter-terrorism 

policy. 

Relative Deprivation Theory 

Relative deprivation can be generally understood as a lack of resources, including those 

necessary for the sustenance of life and those that provide comfort where societies have become 

accustomed to their availability.  The expectation of the availability of these resources can be 

relative to what others enjoy, and this expectation is subjective (McCormick, 2003).  Theories 
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have been advanced over the years that suggest individuals escalate to extremist violence due to 

perceived social and economic inequities.  Relative deprivation emerged as the dominant theory 

among many scholars.  Some of the earliest research came from Runciman & Runciman (1966) 

in his book, Relative Deprivation and Social Justice: A Study of Attitudes to Social Inequality in 

Twentieth-Century Britain, but scholars of terrorism studies most often cite Gurr, who defined 

relative deprivation as “actors’ perception of discrepancy between their value expectations and 

their value capabilities” (1970, p. 24).  Gurr posited a correlation between the extent of the 

deprivation and the likelihood of and intensity of social disorder and violence (1970).  The 

disparity of resources between what a group can access and that which is expected, as well as the 

disparity between upper-class and underclass, can arouse the perception of oppression and 

stimulate terrorist activity (Victoroff, 2005).  Using the relative deprivation lens, “terrorism is an 

outcome of rising, unmet expectations, and increasing frustration” (Moghaddam, 2006, p. 23).  

The evidence suggests that terrorists come from various backgrounds that include high 

levels of education, plentiful access to resources, and comfortable economic conditions in some 

cases (Crenshaw, 1981; Victoroff, 2005; Moghaddam, 2006).  Any sense of deprivation must be 

subjective, resulting from some perceptual distortions to motivate individuals in these situations.  

The theory simply does not withstand rigorous analysis.  Relative deprivation cannot explain all 

acts of terrorism, and in some cases of relative deprivation, terrorist violence is altogether absent 

(Victoroff, 2005). 

Frustration-aggression 

As Gurr (1970) understood, relative deprivation tended to lead to a psychological 

phenomenon associated with the terrorist mindset, which has been called frustration-aggression 

theory (Gurr, 1970; Margolin, 1977; Post, 1990).  Moghaddam (2006) also spoke of frustration-
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aggression, but only as a preliminary stage of a further escalation to violence, which became the 

“ground floor” of his “staircase to terrorism” model.  Gurr’s path from frustration to violence is 

more direct than Moghaddam.  Nevertheless, not all political situations where there is a high 

degree of dissatisfaction and frustration escalate to aggression or actual acts of violence 

(Crenshaw, 1981; Laqueur, 1987; Ross, 1996; McCormick, 2003; Victoroff, 2005).  There are 

examples of terrorist groups engaged in violence where this connection with relative deprivation 

leading to frustration and aggression has collapsed (Crenshaw, 1981; Laqueur, 1987).  

Frustration-aggression and even Moghaddam’s (2006) more nuanced “staircase” model are more 

directly associated with the radicalization of individuals to terrorism rather than the specific 

decisions of terrorist groups.  Thus, the frustration-aggression theory fails to fully explain 

terrorist decisions, whether individual or collective.   

Oppression Theory 

This theory initially grew from the belief that terrorist actions were motivated by 

oppression.  The Cambridge Dictionary defines oppression as “a situation in which people are 

governed in an unfair and cruel way and prevented from having opportunities and freedom”   

(https://dictionary.cambridge.org/us/dictionary/english/oppression).  Though a somewhat 

subjective term, oppression, as one would commonly understand it, may contribute to the 

radicalization of groups and subsequent escalation to terrorism, but this concept fails to fully 

explain decisions specific to target selection or tactics.  Victoroff (2005) said, “…actors often 

cite the injustice of their treatment by governments that rob them of identity, dignity, security, 

and freedom as the motive for their joining a terrorist group” (p. 20).  Victoroff (2005) 

acknowledged that oppression is based on the perceptual reality of the oppressed and is difficult, 

if not impossible, to quantify. 
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In some cases, terrorist attacks have taken place in democracies such as the United States 

and Western Europe, while in many repressive regimes, terrorism is notably absent.  These 

instances stand in contradiction to a general theory that oppression motivates terrorists 

(Crenshaw, 1981).  Victoroff acknowledged that “…no persuasive empirical evidence is 

available supporting the much-cited hypothesis that oppression or its perception drives the 

behavior of terrorists (2005, p. 21).  Similar questions arose with Sprinzak’s (1991) 

delegitimization theory, which stated that terrorist violence is motivated by a sense of 

delegitimization by its enemies.  Victoroff (2005) also discredited absolutist/apocalyptic and 

humiliation-revenge theories using similar arguments. 

Social Identity Theory 

While the ingroup/outgroup dynamics presented by Brannan, Darken & Strindberg 

(2014) offer some deeper understanding and analysis of terrorist group motivation, there is little 

here to better predict specific decisions related to tactics and target selection.  The analytical 

markers they presented have more predictive potential than other theories.  As an example, 

Brannan et al. (2014) discussed shame and honor culture, which exist in many of the settings 

where terrorist groups proliferate.  They link this notion with the concept of challenge and 

response.  Both views are used as tools for analysis of terrorist groups and their decisions 

(Brannan et al., 2014).  Whether one views this in a psychological context as in the case of 

narcissism or as a sociological/cultural force, there may be a practical application here.  The 

concepts seem to straddle the line between the two disciplines.  Shame and honor/challenge and 

response can be applied to real-world events that contribute to an understanding of decision-

making.  For example, an incumbent regime might take a course of action that is known to be 

insulting to the group, which could signal an impending response from the group.  Brannan et al. 
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refers to these as “analytical markers” (2014, pp. 67-82) and makes the point that the markers are 

tools to be applied in analysis and the policy that flows from that effort.  This can be seen as a 

legitimate factor in assessing decision-making, although difficult to quantify. 

2.3.3 Instrumental Influences 

A significant body of literature has been devoted to the study of terrorism as an 

instrumental tool for meeting political, strategic, tactical, or logistical objectives (Drake, 1998a; 

McCormick, 2003; Ackerman et al., 2007; Keeney & von Winterfeldt, 2010; Siebert, von 

Winterfeldt & John, 2016; Siebert & von Winterfeldt, 2020).  An instrumental approach assumes 

that terrorist groups make rational choices to meet such objectives (Crenshaw, 1981).  The 

decision to escalate radical and extremist behavior to terrorist violence could be seen as a logical 

choice to fulfill political aims that appear unachievable by other means.  Crenshaw (1990) 

referred to terrorism as a “display of collective rationality” (p. 8).  She explained that using 

“collective preferences or values, the group selects terrorism (violence) as a course of action 

from a range of possible choices” (Crenshaw, 1990, p. 8).  This view may seem at odds with 

social and psychological influences, which characterize decisions as a set of involuntary 

responses to social conditions or psychological affliction.  Conceptual dissonance is generated 

when one contrasts instrumental motive and rational choice with the inherently senseless and 

random nature of terrorist violence.  Crenshaw explained this apparent contradiction, 

“Paradoxically terrorism, which must appear irrational and unpredictable in order to be effective, 

is an eminently rational strategy, calculated in terms of predictable costs and benefit” (Crenshaw-

Hutchinson, 1972, p. 394). 

Further, it could be seen that more specific decisions about tactics or target selection can 

be made through this instrumental lens (Drake, 1998; Ackerman et al., 2007; Libicki, Chalk, & 
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Sisson, 2007; Toft, Duero, and Bieliauskas, 2010; Ahmed, 2018a & 2018b).  In many cases, 

alternative choices of action are analyzed and discarded in favor of one or another decision that 

better suits the group’s goals (McCormick, 2003).  That is not to imply that rational decisions are 

made without respect to external factors (McCormick, 2003).   

Strategic Choice Theory 

Crenshaw (1990), an early and leading advocate of this view, framed terrorist group 

decision-making as a strategic choice function.  Her analysis sought to reveal and explain a set of 

rational and logical decision processes rather than accepting theories based on involuntary 

psychological motivations.  Crenshaw (1990) posited that “organizations arrive at a judgment of 

the effectiveness of various strategies on the basis of observation and experience combined with 

ideological assumptions” (p. 8).  Crenshaw (1990) also dismissed the notion that terrorist 

violence is simply a reaction to some social injustice. Crenshaw (1981) said, “We approach 

terrorism as a form of political behavior resulting from the deliberate choice of a basically 

rational actor, the terrorist organization” (p. 380).  Hoffman (2017) referred to terrorist decisions 

as “premeditated and carefully planned” (p. 242).  Laqueur (1977) said that “systematic terrorist 

operations involve careful planning, resembling the staff work of a minor military campaign” (p. 

84). 

However, many scholars caution against an over-reliance on theories that explain 

terrorism exclusively as a rational activity undertaken by logical actors to pursue a set of cogent 

objectives.  Brannan et al. (2001) posited that “strategic choice theory is undoubtedly useful in 

understanding organizational decision making and possibly even intergroup relations, yet few (if 

any) sub-state activist groups engage in their struggles solely for strategic power concerns” (p. 
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6).  Given the possible utility of strategic choice as a decision factor, it is reasonable to include 

some variation of this influence into models for understanding terrorist decisions. 

There are some instances when attacks are purely expressive and emotionally driven. 

However, it is clear that groups often select tactics and targets to further their strategic objectives 

(Drake, 1998a; McCormick, 2003; Ackerman et al., 2007).  Ample evidence has been presented 

that groups make assessments intending to attack targets that will further the group’s strategic 

aims (Libicki et al., 2007; Ahmed, 2018).  This idea is explicitly stated in the terrorist groups’ 

writings (Laqueur, 2006; Toft, Duero, and Bieliauskas, 2010).  Drake (1998a) is careful to 

differentiate strategic objectives from the group’s political goals.  Strategy entails an intentional 

manipulation of some audience (e.g., government officials, the public, rival groups, etc.) to 

provoke a psychological reaction.  Strategy, although long-term, can change over time to adapt 

to changing conditions, but the group’s political goals generally do not change (Drake, 1998a).  

Drake (1998a) borrowed some concepts from Crenshaw (1990) with his list of strategies: 

� Threat Elimination – Targeting individuals or groups that present a threat 

� Compliance – Forcing enemies to change policy through psychological fear.  

� Disorientation – Disturb stability and order, imposing a sense of chaos on 
society 

� Attrition – Wear down the determination and commitment of enemies.  

� Provocation – Provoke overreaction to expose perceived oppression 

� Advertisement – Seek publicity and gain a sense of renown 

� Endorsement – Garner support and recruit new members (p. 39) 

Libicki et al. (2007) pared these strategies down to four: 

� Coercion – Coerce changes in government behavior or policy through the creation of 
casualties and other high costs. 

� Damage – Reduce the ability of governments and other enemies to intervene in the 
terrorist group’ activities. 

� Rally – Rally support for the groups’ goals and recruit new members. 

� Franchise – Inspire attacks in other regions from where the groups operate. 
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Most scholars that postulated a strategic choice framework had similar motivational 

factors for decisions.  Targets also frequently offered an opportunity to acquire operational 

resources or eliminate potential threats to the group (Drake, 1998a; McCormick, 2003; De La 

Calle & Sánchez-Cuenca, 2007; Laqueur, 2018).  In cases where targets are chosen for their 

symbolic value, the group’s strategic goals were served by creating psychological impact and 

provoking reactions beneficial to the group’s aims. 

Siebert & von Winterfeldt (2020) structured terrorist objectives into three categories of 

hierarchical grouping: Strategic, Fundamental, and Means.  Within this framework, individual 

groups were analyzed, and many of their objectives could also be classified using Libicki et al.’s 

(2007) terminology as motivators.  The hierarchical structuring of objectives is the next level of 

analysis to understand terrorist group decisions and potentially predict behavior (Keeney & von 

Winterfeldt, 2010; Siebert, von Winterfeldt & John, 2016; Siebert & von Winterfeldt, 2020).  

The literature supports the notion that the selection of targets, critical infrastructure and 

otherwise, is greatly influenced by a terrorist group’s’ objectives, regardless of how one 

categorizes them. 

2.3.4 Ideological Influences 

Terrorist group ideology was consistently included as a significant factor in decision-

making and target selection.  Ideology was widely accepted in the literature as a factor 

influencing a range of terrorist group decisions (Ross, 1993; Drake, 1998b; Post, Ruby & Shaw, 

2002a; McCormick, 2003, Ackerman et al., 2007; Asal & Rethemeyer, 2008; Toft, Duero & 

Bieliauskas, 2010; Ahmed, 2018a/2018b).  Most terrorism studies scholars agreed that ideology 

shapes group decisions, and correlations had been observed between the two (Post, Ruby & 
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Shaw, 2002a/2002b; Ackerman et al., 2007; Ahmed, 2018).  Post et al. (2002a) called ideology 

“one of the richest sources of group indicators” (p. 84). 

Drake (1998a) defined ideology as “…the beliefs, values, principles, and objectives – 

however ill-defined or tenuous – by which a group defines its distinctive political identity and 

aims and justifies its actions” (p. 16).  Ideology provides a foundational worldview for terrorist 

groups, including which targets are legitimate and symbolize their particular message.  Many of 

the ideological categories originally presented by Drake (1998a) can be combined into a smaller 

set of more broadly defined categories as other authors have done (Ackerman et al., 2007; 

Ahmed, 2018a/2018b).  Principally, ideologies can be classified as Ethno-Nationalist/Separatist, 

Left-wing, Right-wing, Religious, and Single-Issue/Environmental, or some combination of 

these beliefs.  These broad classifications can be further subdivided, as in the Ackerman et al. 

(2007) study, where Islamist/Jihadi groups were highlighted from the general religious 

classification.  In some cases, the classifications can be combined where groups fall into more 

than one category (Ahmed, 2018b).  Correlations were found between ideology and the choices 

of tactics and targets in several studies (Ackerman et al., 2007; Asal & Rethemeyer, 2008; Toft, 

Duero & Bieliauskas, 2010; Ahmed, 2018a/2018b).  Target selection was significantly linked to 

ideology.  For example, religious groups were found to have a greater probability of attacks 

against soft targets than other ideological groups (Asal, Rethemeyer, Anderson, et al., 2009). 

2.3.5 Organizational Influences 

A small body of literature has been devoted to the influence of organizational dynamics 

of terrorist groups on decision-making.  This frame examines decisions based on organizational 

size, age, leadership, structure, operational capability of the group, and other dynamics (Drake, 

1998a; Post, 2002a; McCormick, 2003; Ackerman et al., 2007; Asal & Rethemeyer, 2008).  This 
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can also be related to organizational characteristics such as whether groups are open to learning 

from other groups, their willingness to adopt new technologies, and their interaction with the 

internet and social media (Asal & Rethemeyer, 2008; Horowitz, 2010; Ahmed, 2018a).  

There was some consensus around the notion that larger terrorist organizations (more 

members) have a greater capacity to carry out a broader range of operations (Drake, 1998a; 

Ackerman et al., 2007).  Larger groups generally had greater operational capability, adopted 

technology more readily, networked with other groups (forming alliances), demonstrated greater 

lethality, and had a greater propensity toward repeated attacks of soft targets (Ackerman et al., 

2007; Asal & Rethemeyer, 2008; Asal, Rethemeyer, Anderson, et al., 2009; Horowitz, 2010). 

Organizational lifecycle refers to a terrorist group’s’ stage of maturity.  This maturity 

progression is influenced by many pressures exerted by the environment, including the security 

environment (McCormick, 2003).  In some cases, it was found that during earlier stages of 

development, attacks were generally aimed to provoke reactions, while more mature groups have 

learned new tactics, acquired greater capabilities, and developed new sets of motivations for 

attacks (Drake, 1998a; Ackerman et al., 2007).  The notion of what constitutes mature is not 

well-defined.  Hoffman & McCormick (2004) generally found that terrorist groups became more 

violent over time and moved from a philosophy of defining specific targets for strategic 

objectives to violence for its own sake.  Many authors could not make a strong correlation 

between the organizational lifecycle and decisions related to tactics and targets, including 

decisions such as attacking soft targets (Ackerman et al., 2007; Asal & Rethemeyer, 2008; Asal, 

Rethemeyer, Anderson, et al., 2009), although Horowitz (2010) found that organizational age 

was a factor in the adoption of technology.    
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Organizational leadership and structure were highlighted in the literature as the style of 

leadership, degree of formalization and top-down communication, and whether groups followed 

a centralized or distributed organizational design (Drake, 1998a; Ackerman et al., 2007).  Some 

groups have a more bureaucratic approach with a hierarchical structure, centralized core 

leadership, and command-and-control philosophy, while others tended to be distributed networks 

with loosely affiliated cells allowing more autonomy in decisions and attack planning.  In some 

cases, this loose affiliation included disseminating ideological principles and attack 

methodologies to inspire attacks by unaffiliated followers.  Understanding a group’s 

organizational structure can provide important clues about how decisions are made and how 

targets are selected (Drake, 1998a; Ackerman et al., 2007), though the evidence was certainly not 

conclusive regarding the correlation between decisions and organizational leadership and 

structural elements. 

“Capability is integral to the decision-making process for terrorist groups…” (Ahmed, 

2018b, p. 381).  There was general agreement in the literature that operational capabilities served 

as another critical decision factor for target selection (Drake, 1998a; McCormick, 2003; 

Ackerman et al., 2007; Asal & Rethemeyer, 2008; Asal, Rethemeyer, Anderson, et al., 2009).  

Operational capabilities included the quality of leadership, access to personnel, availability of 

weapons, financial resources, technical competence, and the ability to learn from past success or 

failure and innovate from those lessons (Drake, 1998a; McCormick, 2003; Ackerman et al., 

2007).  Technology adoption and technical know-how have emerged as central capabilities that 

influence decisions (Ackerman et al., 2007; Horowitz, 2010).  Ackerman et al. (2007) focused on 

resources as decision factors, including those physical, financial, and logistical resources 

necessary to conduct critical infrastructure attacks.  Drake’s (1998a) description of capabilities 
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was more generally characterized as “…its ability to carry out terrorist operations” (p. 73).  

Operational capability and material resources provide a means for attack and widen the field of 

potential targets a group may consider. 

Drake (1998a) and Ackerman et al. (2007) considered some ad hoc decision factors 

related to the group’s dynamics, including its skill at maintaining secrecy and the presence or 

absence of groupthink.  These factors influence the amount of control leadership has over the 

group members to conform and only undertake operations dictated by leadership or at least in 

alignment with leadership concerns and values (Sprinzak, 1998; Post, Ruby & Shaw, 2002a).  

There was no appreciable evidence to support the use of these factors in decision-making. 

2.3.6 External Influences 

Factors regarded as external to the group can include historical context or past 

circumstances (anniversaries), targets with symbolic significance, external actor interaction, 

external support, the security situation, and the overall particulars of the target to be attacked 

(Ackerman et al., 2007; Asal & Rethemeyer, 2008; Asal, Rethemeyer, Anderson, et al., 2009).  

The historical context includes the tendency for terrorist groups to inherit pre-existing sets of 

beliefs based on perceived history and select dates for attack and particular targets based on 

historical precedence.  In many cases, groups use anniversary dates of significant historic battles, 

atrocities, and other events to drive decisions (Drake, 1998a; Ackerman et al., 2007). 

Target selection is also heavily influenced by the degree of physical protection provided 

to a particular target (Gill, Marchment, Corner, et al., 2018), whether that target is a physical 

location, a person, or a group of people (Asal, Rethemeyer, Anderson, et al., 2009).  Considering 

the wide range of potential targets, including sites where large crowds of people gather, critical 

infrastructure facilities and equipment, and political figures, it is impossible to protect every 
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potential target all of the time (Drake, 1998a).  This fact presents terrorist groups with a choice 

between well-protected targets and those with little or virtually no protection.  The operational 

costs and risks escalate with a selection of the well-protected targets.  The decision to select a 

particular target will depend upon the perceived value of the target, the group’s risk tolerance, 

and their operational capability to overcome protection schemes (Drake, 1998a; Ackerman et al., 

2007; Gill, Marchment, Corner et al., 2018), which can include armed guards, CCTV cameras, 

physical barriers, and controlled access points into and out of the location (Gill, Marchment, 

Corner, et al., 2018).  This can also be an extension of the overall counter-terrorism security 

environment designed to detect and locate terrorist groups, prevent attacks, and mitigate the 

damage.  Many governments have invested in surveillance, intelligence gathering, policing, 

criminal investigation capabilities, and target hardening.  The security environment components 

are limited by resources and the form of government where they are enacted.  In liberal 

democracies, where people enjoy civil liberties and have the freedom of movement, the security 

environment can be somewhat relaxed, which provides operational advantages for terrorist 

groups.  More authoritarian regimes where people are accustomed to the presence of armed 

military, physical checkpoints, and identification document requirements, provide a more 

extensive set of challenges for terrorist operations.  However, repressive regimes that engage in 

torture and domestic spying can encourage attacks as a reaction to oppression (Ackerman et al., 

2007).  Nevertheless, there remains a dearth of evidence to support or refute the general security 

environment as a decision factor (Ackerman et al., 2007). 

Spatial crime analysis provides another rich possibility for understanding how terrorist 

groups select targets for attack.  Research findings support the hypothesis that groups make 

discrete choices based on physical proximity to the target and geographic characteristics that 
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facilitate or obstruct ingress to and egress from the target. In this respect, terrorists tend to 

behave much like conventional criminals.  In particular, the distance of potential targets from a 

terrorist group’s area of operation is supported as a potential key decision factor (Tench, Fry & 

Gill, 2016; Gill, Horgan, & Corner, 2017; Marchment & Gill, 2019). 

2.3.7 Perceptual Influences 

A terrorist group’s perceptual filter as a decision factor refers to the perceptions and 

biases about the external environment, the group’s capabilities, the nature of the target, and the 

overall security environment (Drake, 1998a; McCormick, 2003; Ackerman et al., 2007).  These 

perceptions influence decisions to the degree that they can constrain decisions or embolden them 

without regard for objective reality (Post, Ruby & Shaw, 2002a; Victoroff, 2005).  Perceptual 

filters can lead to miscalculations and failed attempts against targets where the group developed 

an over-inflated view of their capabilities or where the target was more hardened than was first 

believed (Ackerman et al., 2007).  The converse is true in that groups might avoid targets where 

their misinformed belief about security measures led to a conservative approach.  The ability to 

detect perceptual filters is challenging because it requires the analyst to have a deep 

understanding of the group’s perceptions, prejudices, and acumen.  Quantifying these 

perceptions is even more challenging (Ackerman et al., 2007). 

2.4 Summary 

Considering the literature’s breadth and diversity, the synthesis of this exhaustive 

collection presented a significant challenge.  Throughout the literature review process, a long and 

varied list of decision factors emerged for consideration.  Even after consolidating these factors 

into a smaller set based on common themes, the list was well beyond what could be easily tested 
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in this research.  This challenge was compounded by time and space constraints. The list of 

potential decision factors gleaned from the literature is included in Table 1 below: 

List of Decision Factors from the Literature 
Behavioral indicators of terrorism Access to Target 

Challenge-Response Factors Age of terrorists/activists 

Cognitive Distortion Factors Assessment of risks and opportunities 

Communal conflict Coercion of regime 

Competition with rival groups Competitors 

Constituents and Supporters Conformity-seeking tendencies 

Environmental Ideology Critical infrastructure characteristics 

Ethno-Nationalist/Separatist Ideology Cultural heroes 

External influence and manipulation Franchise Building 

Group demographics Historically rooted culture of violence 

Groups’ previous experience with violence Inflict Damage 

Groupthink and/or polarization Intensity of delegitimization 

Historical/Cultural Moral inhibitions and anti-violence taboos 

Historical events Organizational Capability 

Intergroup competition Organizational decision-making style 

Key actors affecting group Organizational frame 

Leadership personality/characteristics Organizational lifecycle status 

Left-Wing/Marxist Ideology Organizational processes 

Limited Good Factors Organizational Size/Structure/Age 

Narcissism-Aggression Factors Organizational structure 

Operational capabilities Perceived Capability 

Opponents’ challenges Perceived Risk/Value 

Organizational dynamics Perceptual filter 

Political resources Political/Strategic 

Psycho-Logic Factors Political, economic, and social instability 

Relative Deprivation Factors Psychological progression towards terrorism 

Religious/Islamist-Jihadi Ideology Rally Support 

Right-Wing Ideology Relations with external actors 

Secular-Utopian Ideology Security Environment 

Security environment Sense of humiliation/need for revenge 

Shame-Honor Factors Sense of imminent threat 

Social Identity Factors Strategic Frame 

Type of support Target Location/Hardening 

Violent leaders - Leaders’ intent Triggering events 

Table 1. List of Decision Factors from the Literature 
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The list of relevant factors had to be distilled into a small workable set of independent 

variables to test the model proposed in this work.  This distillation process itself required a 

rigorous meta-analysis methodology, which is outlined in Chapter 3 of this work. 
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Chapter 3: Methodology 

3.1 Introduction 

This chapter will describe the research methods used to collect, synthesize, code, and 

analyze terrorist attack data to better understand and quantify the likelihood that sub-state threat-

actors will select electric power infrastructure as a target for a physical attack.  This work’s 

central theme concerns the attractiveness of electric power infrastructure as a legitimate and 

useful target for attack.  However, these methods also demonstrate a viable model to answer 

questions about how sub-state groups make decisions related to choosing tactics and target 

selection more generally. 

The research plan in this work called for the START-GTD terrorist attack data to be 

analyzed using statistical methods, studying the frequency of previous attacks on power 

infrastructure.  The studied attacks targeting electric infrastructure served as the dependent 

variables in the primary analysis.  The independent variables (decision factors) were identified 

from the literature and coded into the dataset to conduct this type of analysis.  The challenge of 

using this approach was the considerable volume of decision factors that emerged from the 

literature review in Chapter 2.  There were too many decision factors that could potentially 

influence the selection of a particular target to analyze all of them. 

Furthermore, without direct access to the terrorist groups themselves and detailed 

information about each target, some of the decision factors were either difficult to identify or, in 

some cases, unknowable.  The sensible approach to sifting through such a massive list of factors 

was to develop a rigorous research process for inclusion by testing for utility, empirical support, 

and relevancy.  This test grew into a separate and distinct research method for analyzing and 

synthesizing the literature.  This preliminary step served the overall research method and was 
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critical to the statistical analysis.  The method for analyzing the literature could also serve as a 

contribution to practice and academic study. 

This chapter is divided into seven primary sections, which include this introduction, a re-

statement of the research questions, the process of data collection, preliminary analysis of factors 

identified in the literature, research of the specific groups responsible for attacks of electric 

infrastructure for the period under review, coding the data, the research methods used to analyze 

the START-GTD data and decision influences (Primary Methodology – Quantitative Analysis), 

and a summary of the complete research model with a process flow diagram.   

The preliminary methodology section will outline how the literature review was 

synthesized and describe the research method developed to derive and distill independent 

variables (Blended Meta-Analysis of Literature).  The synthesis of terrorist group characteristics 

section is essential to outline how information was analyzed for all 71 terrorist groups involved 

in the attacks.  This section describes how information was collected from relevant sources and 

describes the ideology, operational resources, and other characteristics of each group.  This 

portion of the research is the foundational work necessary to code each attack in the dataset.    

The primary methodology section will outline the statistical research methods used to 

analyze and quantify the START-GTD sample data (Quantitative Analysis).  This section will 

also describe the methods used for probabilistic analysis and the development of a potentially 

predictive model (Probabilistic Analysis).  This final quantitative analysis will provide the 

possibility to reduce uncertainty and predict the estimated probability that any particular terrorist 

group would select electric infrastructure as a target for attack. 
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3.2 Research Questions 

As stated in the introduction, the research questions explored in the current work are as 

follows: 

1) How serious is the threat of a physical attack on the U.S. electric power grid by a sub-
state threat-actor? 

2) What are the relevant organizational and environmental decision factors that influence 
the selection of electric infrastructure as an attack target by a sub-state terrorist group? 

3) How can such a set of decision factors be quantified? 

4) What is the likelihood that a particular threat-actor will choose electric infrastructure as a 
target for attack? 

The aim of the research questions, as outlined in Chapter 1, is to quantify the likelihood 

that a threat-actor will select electric infrastructure as an attack target from among an array of 

other potential choices. 

3.3 Data Collection 

The data sample used in this work’s statistical analysis consists of 521 terrorist attacks 

against electric infrastructure spanning 19 complete years from January 1, 2000, through 

December 31, 2018.  The 521 attacks that comprise the sample for analysis were committed by 

71 different sub-state groups in 38 different countries located in 10 distinct regions of the world, 

including North America, Western Europe, the Middle East & Levant, North Africa, Central 

Asia, Southeast Asia, South America, Eastern Europe, Sub-Saharan Africa, and South Asia.  The 

analysis dataset was gleaned from a much more extensive database of attacks. 

The data were collected from the Global Terrorism Database (GTD), a publicly available 

database managed by the University of Maryland at their National Consortium for the Study of 

Terrorism and Responses to Terrorism (START).  The database catalogs and details terrorist 

attacks worldwide from the beginning of 1970 through the end of 2018 (49 complete years of 

data), including a total data population of 192,211 attacks.  
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START-GTD is the largest and richest known database of terrorist attacks currently 

available as an open-source publication.  The data on the documented attacks were collected and 

synthesized from numerous sources since 1970.  The data sources integrated into the database 

included various publicly available, unclassified, and open-source materials, news media articles, 

and electronic archives. The original dataset was assembled between 1970-1997 by the Pinkerton 

Global Intelligence Services (PGIS), a private intelligence company that provided risk 

assessments for companies conducting business overseas.  In 2001, the University of Maryland 

researchers took possession of the data and digitized the handwritten records (LaFree, Dugan, et 

al., 2006).  Over the years, START-GTD was reconciled with other existing databases to resolve 

differences and increase the accuracy of the data, including the International Terrorism: 

Attributes of Terrorist Events (ITERATE) dataset and The Knowledge Base (TKB), sponsored 

by the National Memorial Institute for the Prevention of Terrorism (MIPT).  TKB was a 

combination of the RAND Terrorism Chronology 1968–1997 and the RAND Terrorism Incident 

database (1998–2009) and has come to be known in the literature as the RAND-MIPT terrorism 

database (LaFree & Dugan, 2009).  The last dataset to be integrated into START-GTD was in 

2012 and was known as the Worldwide Incidents Tracking System (WITS) (National Counter-

Terrorism Center, 2010).  Since 2012, the START research team has maintained the database 

and integrated new technologies and innovative methods to improve the accuracy of the records 

(LaFree, Dugan, et al., 2006; LaFree, Dugan & Miller, 2015). 

Understanding the GTD’s evolution is essential when considering how to look at the data 

used in the current work.  The first issue is reliability, which has changed over the years.  The 

availability of electronic news, government reports, and information, in general, has improved 

vastly since the proliferation of the World Wide Web.  This availability of information and the 
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world’s general connectedness suggest that data gathered in the past 20 years is more complete 

and more reliable than previously available information.  While the world increased its 

connectivity and information became more accessible, START was getting better at collecting 

and analyzing the data that went into the GTD.  Also, the terrorist environment has changed 

since the genesis of the GTD.  Rapoport’s (2001 & 2004) fourth wave of terrorism brought new 

tactics and targets, as the dominance of religious ideologies took center stage.  The waning of 

third wave left-wing groups in the late 1990s, the al-Qaeda attack of the USS Cole in Yemen in 

2000, and the 9/11 terrorist attacks in 2001 ushered in many changes (Rapoport, 2004).  The 

emergence of new technologies available at the start of the new millennium further established a 

changing paradigm, signaling the year 2000 as a bright line for the study of terrorist group 

motivations and decision-making.  These changes call into question the relevance of terrorist 

attack data before 2000, as it may apply to the specific questions examined in this work.  The 

terrorist attack data used in the analysis for this work was confined to START-GTD from the 

beginning of 2000 through the end of 2018 (n=121,628) only.  No pre-2000 attacks were 

considered in the analysis. 

The data used to analyze attacks specific to electric infrastructure were filtered from the 

START-GTD 2000-2018 sample of attacks to create a subset or base sample of electric utility 

attacks (n=1,198).  This electric utility attack sample represents all attacks by all groups (both 

known and unknown) worldwide from 2000 through 2018.  Since all of the decision factors used 

as independent variables to test against the original hypotheses were related to a group’s 

characteristics (e.g., ideology, organization age & size, resources, etc.), the only data that could 

be useful for this analysis involved attacks where the group was known to the researchers and 

identified in the database.  START researchers were instructed to code attacks as “unknown” or 
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to use a generic description when the terrorist group was not explicitly identified or the 

information was conflicted as to which groups conducted the attack.  Therefore, not all attacks 

were attributed to a specific terrorist group.  In the current work, the data sample was filtered to 

include a subset of only those attacks that were specifically attributed to a named terrorist 

group (known attack subset) (n=521).  This known attack subset is the focus of much of the 

quantitative analysis in this work.   

Two randomized sub-samples of attacks were generated from the positive 

attribution/known attack subset sample: 

Sample #1 – 243 random attacks on electric infrastructure with named terrorist groups 

attributed (2000 – 2018) – Primary analysis. 

Sample #2 – 278 random attacks on electric infrastructure with named terrorist groups 

attributed (2000 – 2018) – Cross-validation. 

3.4 Preliminary Methodology 

This method incorporated a form of a meta-analysis of the literature to distill a working 

list of potentially testable decision factors, although the diversity of literature sources defined 

how the meta-analysis was to be applied.  Meta-analysis was a logical choice to reduce the 

extensive collection of decision factors derived from the literature into a small set of testable 

variables. 

The literature on terrorist group motivation and decision-making influences provided a 

rich collection of data on factors influencing terrorist decisions from over 90 sources spanning 

nearly 50 years.  Within this diverse selection of literature, there were over 50 peer-reviewed 

articles, many of which used rigorous quantitative analysis to support their conclusions.  The 

literature also included various book chapters, white papers, and writings by experts on terrorism 
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and terrorist group motivations.  Therefore, the literature presented an eclectic body of work, 

which confounded the research.  The challenge was to establish credibility for the distillation of 

salient decision factors and validate this information through a rigorous process.  This task 

required a method that could unify diverse sources into a common language or metric.  The 

chosen method was a meta-analysis.  However, since the data emerged from the literature in both 

qualitative and quantitative forms, the specific application of the meta-analysis had to reflect this 

reality—this diversity of sources defined how the meta-analysis was applied. 

3.4.1 Blended Meta-Analysis of the Literature 

Gene Glass introduced the term meta-analysis in 1976 (Glass, 1976; O’Rourke, 2007) to 

describe the systematic and statistical analyses of collections of individual quantitative studies 

more precisely.  Meta-analysis was established as a quantitative tool to analyze a body of 

previously studied phenomena further to aggregate the results.  Glass postulated, “my major 

interest currently is in what we have come to call—not for want of a less pretentious name—to 

show the same pattern of results meta-analysis of research” (1976, p. 3).  He described meta-

analysis as “the analysis of analyses” (Glass, 1976, p. 3).  The method was popularized through 

the work of Cochrane and Elwood (Elwood, 2006; O’Rourke, 2007).  Meta-analysis proved to be 

a useful method where a particular area of research was studied multiple times. Extensive 

collections of related randomized control trials are routinely subjected to meta-analysis.  This 

method is particularly common in medical, healthcare, educational, and psychological research, 

where outcomes are evaluated against the aggregated statistical success of stated interventions 

(Glass, 1976; Haidich, 2010; Whiting, Wolff, Deshpande, et al., 2015). 

Stern & Harris (1985) presented the first apparent use of the term ‘qualitative meta-

analysis’ to study women’s healthcare issues.  The research examined seven previous qualitative 
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studies using “grounded theory techniques” to identify a key variable tested against a range of 

contextual questions (Stern & Harris, 1985).  One of the authors, Phyllis Noerager Stern, later 

collaborated with two others to write a book chapter that comprehensively defined Qualitative 

Meta-Analysis (Schreiber, Crooks, & Stern, 1997) and established the method as a valid research 

tool.  Schreiber et al. (1997) described qualitative meta-analysis as “the aggregating of a group of 

studies for the purposes of discovering the essential elements and translating the results into an 

end product that transforms the original results into a new conceptualization” (p. 314).  Hundreds 

of later works cited the Schreiber et al. (1997) chapter, which became the method’s foundational 

writing.  One such work (Pope, Mays & Popay, 2007) posited, “In health policy fields, the 

overarching term ‘qualitative meta-analysis’ is beginning to gain resonance undoubtedly because 

of the high visibility and status of quantitative meta-analysis in health services and health policy 

research…” (p. 75).  Timulak (2009) added, “The basic idea of qualitative meta-analysis is to 

provide a concise and comprehensive picture of findings across qualitative studies that 

investigate the same general research topic” (p. 591).  Qualitative meta-analysis has established a 

firm and legitimate standing in the literature as an accepted method of research. 

Since the literature presented in this work traversed such a wide assortment of the source 

material, including quantitative statistics, thematic analysis, historicist phenomenology, expert 

elicitation through the Delphi method, and other qualitative and non-research-based writing, a 

new strategy was devised to extract a set of decision factors for further analysis.  Much like the 

Stern & Harris (1985) work, the underlying concept of the method applied in the current work 

began from a grounded theory approach (Glaser & Strauss, 1967; Corbin & Strauss, 2008).  

Then, a set of subjective numeric scores were applied based on a set of pre-defined criteria.  The 
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current work presents the method as Blended Meta-Analysis, which posits a novel framework 

and nomenclature and potentially adds to the literature on research methods. 

This type of meta-analysis does not rely solely on a review of either quantitative studies 

or qualitative studies.  A blended meta-analysis also does not exclusively utilize statistical 

computation of previous quantitative studies, nor is it limited to the grounded theory of previous 

qualitative studies. 

Since the blended meta-analysis used in this work was applied to the literature on terrorist 

motivations, the process began with assessing, establishing the scope, and collecting the relevant 

literature.  To ensure content validity, a wide net was cast to gather an extensive collection of 

literature sources.  Since the modern study of terrorism and terrorist motivations began around 

1970, and most terrorist attack data collection also began that year, it was logical to bound the 

literature between 1970 and the present (Brannan, Esler & Strindberg, 2001; McCormick, 2003, 

GTD, 2018).  An exhaustive search was conducted in four steps: (1) A keyword search was 

initiated using about 70 related phrases and hundreds of keywords; (2) A list of approximately 

150 terrorism experts and key authors was assembled; (3) The list of sources from the keyword 

searches and the list of writings from the terrorism authors were cross-checked to locate any 

collection omissions; (4) Each source’s bibliography was scanned to investigate which sources 

were cited by each author, and any writing that later cited the subject source was also 

investigated.  The previous citations and later works for each collected source were checked to 

reveal any potential omitted additional sources. 

Once the literature was comprehensively assembled, each source was examined for a 

contextual and historical understanding of the subject, and more importantly, a thematic analysis 

to identify factors or influences that the authors postulated as affecting terrorist decisions.  These 
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factors included decisions to engage in terrorist activity and timing, tactics, and target selection 

questions.  The thematic analysis arranged factors into a matrix by the author, and overlapping 

concepts were noted.  Differences in terminology were reconciled, and concepts were 

consolidated into a set of standard terms.  The thematic analysis was a distillation process that 

revealed seven major influence themes that drove decisions:  Psychological, Sociological, 

Ideological, Instrumental, Organizational, External, and Perceptual.  These seven influences 

were recurrent to some degree throughout the literature and reflected the influences outlined by 

Drake (1998a) and Ackerman et al. (2007).  Within each of these broadly defined decision 

influences was a list of individual decision factors examined in the literature and synthesized in 

this work. 

Using the list of decision factors from Chapter 2 (see Table 1), which were common 

throughout much of the literature and relevant to the central question of which factors influenced 

decisions, a sense of construct validity was established.  The factors were then weighted against 

three criteria and given a subjective numeric score (1-5) for each criterion.  Each factor’s total 

score is the sum of the scores for each of the criteria. These ordinal scores were subjectively 

applied based on each factor’s relative strength when applied to the corresponding criterion. 

The criteria were applied to each decision factor through a series of questions.  The 

criteria and related questions were applied as follows: 

1) Operational Utility – Is the decision factor knowable from a study of the literature/data? 
Are there policy interventions that could impact or mitigate this factor? 

2) Empirical Support – Is the factor’s influence on previous decisions supported by 
empirical evidence in the literature? 

3) Explanatory Power – Does the factor seem to explain the decisions affirmed in the 
literature? 

The questions posed in each of the three criteria are used to assess a confidence level that 

each factor directly influences the decision.  In the first criterion, the answers to the two 
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questions allowed for an assessment of confidence that the factor had operational value while 

understanding how it influenced individual decisions.  This confidence level was indicated by a 

score of 1-2 for low or no confidence in the operational utility, a score of 3 for medium 

confidence, and 4-5 for a high level of confidence.  In the second criterion (empirical support), 

the score was an assessment of how much qualitative or quantitative evidence was presented in 

the literature to support the correlation between any particular decision and the factor under 

consideration.  The third criterion (explanatory power) is a qualitative assessment of how 

strongly the factor explained the decision.  A score of 1-2 illustrated low or no belief that the 

factor explained the decision, a score of 3 signified a moderate belief, and a score of 4-5 

indicated a strong belief that the factor explained eventual decisions. 

The scoring matrix below (Table 2) illustrates many of the common factors synthesized 

from the literature and their qualitative descriptors before the conversion to numeric scores: 

 

Table 2. Decision Factor Scoring Matrix 

Decision Factor Scoring Matrix
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Psychological Influences Ideological Influences
Terrorist Profile None Low Low Group Ideology High High High
Psychopathology None Low Low
Narcissism-Aggression None Low Low Organizational Influences
Psycho-Logic None Low Low Organizational Size High High High
Paranoia None Low Low Organizational Age / Med Med Med

Leadership / Structure Med Med Med
Sociological Influences Operational Capabilities / Med High High
Relative Deprivation None Low Low
Oppression None Low Low External Influences
Social Identity Low Low Low Symbolic Target / Past High Med Med
Challenge / Response Low Low Med Security Environment High Med Med
Honor / Shame Low Low Low Target Protection High Med Med
Limited Good Stated Target Risk / Value High Med Med

External Support / High High High
Instrumental Influences Access to Target High High Med
Political / Strategic Goals Low Low Med
Coercion Med Med Low Perceptual Influences
Inflict Damage Med Med Med Perception of Capabilities Med Med Med
Rally Support Med Med Low Perception of Target Med Med Med
Franchise Building Med Med Low
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There are certain limitations with blended meta-analysis.  The initial thematic analysis of 

the literature, the application of selected criteria, and the scoring system are all subjective inputs 

limited by the researcher’s knowledge and expertise.  The results should be viewed with 

sensitivity to the method’s subjective nature and vigilance for potential bias.  For its strength, 

blended meta-analysis presented a significant process rigor that exceeded the literature’s 

customary synthesis.  Another strength of the method was the systematic deconstruction and 

analysis of related concepts from the literature enabling effective theory building and explication 

(Schreiber, Crooks, & Stern, 1997).   

3.5 Identification of Terrorist Group Characteristics & Data Coding 

The known attack subset (521 attacks of electric infrastructure) included the attribution 

for each attack to a particular terrorist group.  The responsible group information was already 

listed among the data fields.  However, the statistical analysis of the START GTD known attack 

sample data required preliminary steps before coding the group decision factors into the data.  

The factors that were not previously captured in the original START GTD dataset included each 

group’s ideology, the size of the group, the age of the group at the time of the attack, evidence of 

previous attacks by the group on similar targets, and the operational capabilities and resources of 

the group.  This coding effort required extensive research on each of the 71 attacking groups to 

determine their ideology, size, age, operational resources, and whether they had attacked electric 

infrastructure targets previously.  Completing the research for each terrorist group and the 

subsequent coding of the data required over 150 hours of work. 

For coding purposes, most terrorist group research was gleaned from the group profiles 

provided by four reliable and well-known sources: 

� Jane’s World Insurgency & Terrorism IHS Markit publication 
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� Stanford University, Center for International Security and Cooperation (CISAC), 
Mapping Militant Organizations Database 

� Terrorism Research & Analysis Consortium (TRAC) 

� Center for Strategic and International Studies (CSIS) 

In some cases, these sources fell short of providing all the necessary facts about one or 

more of the attacking groups.  As an example, Houthi and other Yemeni groups were difficult to 

research using the sources as mentioned earlier, so additional information came from a 

publication on the Yemeni civil war (Sharp, 2019).  Information on terrorist groups in the 

Philippines was augmented and contextualized from reports on armed groups and emerging 

extremism in the region (Santos, Santos & Dinampo, 2010; Banlaoi, 2014).  A RAND report on 

the Islamic State (aka ISIL or ISIS) provided context and a deeper understanding of how it is 

organized and how it funded its activities (Jones, Dobbins, et al., 2017).  The Islamic State’s (aka 

ISIL or ISIS) financial resources were examined in another publication that enhanced the 

research collected from various sources (Clarke, Jackson, et al., 2017).  Much of the 

organizational structure and activities by Islamic State sub-groups (provinces or wilayats) in 

Libya were not well articulated in the Jane’s and CISAC reports, so that research was augmented 

with a report on the illegal trafficking of weapons by these groups in Libya (Varvelli, 2017).  

Finally, the research was further enhanced on the south Asian groups by reviewing the U.K. 

Home Office Country of Origin Information reports (COI, 2018) and the Global Terrorism Index 

(2018).  Specific information on the financial resources, revenue estimates, and sources of 

income of the groups was researched in Jane’s World Insurgency & Terrorism IHS Markit 

publication (2019), Forbes International (Zehorai, 2014 & 2018), and other sources (Berry, 

Curtis, et al., 2002; Schulze, 2004; Walter, & Filipec, 2017; Hoekstra, 2019; Borárosová). 
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3.5.1 Coding for Ideology 

Terrorist group ideology was consistently studied and identified as a decision factor by 

numerous scholars (Drake, 1998a & 1998b; Post et al., 2002a; McCormick, 2003; Victoroff, 

2005; Ackerman et al., 2007).  The correlations between ideology and decision influence in the 

literature were empirically supported in several qualitative and quantitative studies (Ackerman et 

al., 2007; Asal & Rethemeyer, 2008; Toft et al., 2010; Ahmed, 2018b).  Therefore, this current 

study’s efforts to code the START-GTD electric infrastructure known attack subset began with 

an investigation and assessment of each group’s primary ideology.  

To associate each specific terrorist group in the dataset with an ideological descriptor, it 

was necessary first to define the terms.  Ideology serves as a body of beliefs, ideas, and 

principles, which can establish a group’s worldview, political opinions, economic assumptions, 

social norms, and religious dogma.  Ideology has been alternately described in some cases as 

doctrine or even as myth.  Ackerman et al. (2007) described terrorist ideology as a group’s 

religious, cultural, and social orientation and political worldview.  Ackerman et al. (2007) 

elaborated on the concept by stating that ideology “indicates what members of the group are ‘for’ 

and what they are ‘against’” (p. 20).  Crenshaw (1981) called ideology “a source of moral 

authority” (p. 395).  This “moral authority” defines acceptable levels of violence and which 

operations, tactics, and targets are legitimate (Crenshaw, 1981 & 1983; Drake, 1998a; Ackerman 

et al., 2007; Hoffman, 2017). 

In the case of target selection, group ideology can serve as a guide for selecting targets 

that promote their worldview, political objectives, and communicate the message they wish to 

impart.  Specific terrorist groups tend to select from a distinct set or range of targets, and those 



86 
 

decisions are shaped by the group’s ideology (Hoffman, 2017).  Drake (1998a) summarized the 

role of ideology in the selection of targets as follows: 

Overall, whilst the ideology of a terrorist group is not the sole determinant of its 
target selection, it is important because it shapes the way in which they see the 
world and defines how they judge the actions of people and institutions.  Ideology 
influences the groups’ views as to who or what may be seen as a legitimate target.  
By establishing such parameters, ideology is influential in determining their range 
of potential targets (p. 34). 

Ideology can be more particularly applied to “identify an enemy from an ally; good 

people, groups and institutions from bad ones; and in establishing their guilt or innocence” 

(Ackerman et al., 2007, p. 26).  In summary, ideology is used to justify the actions of the group. 

A fundamental question of the current work aims to establish which ideological 

orientations are prone to attack electric infrastructure targets. However, this type of analysis can 

be generalized to assess the likelihood that any ideology will attack any specific range of targets.  

The current work will examine the statistical frequency of past attacks, classified by ideology, 

covering the known attack subset sample groups (2000-2018).  The ideological category 

descriptors and definitions were drawn from the writings of Sprinzak (1991), Drake (1998a & 

1998b), Ackerman et al. (2007), Hoffman (2017), and Ahmed (2018a & 2018b). 

The ideology codes were delineated into six categories: 

1. Religious/Islamist/Jihadi 
2. Ethno-Nationalist/Separatist/Irredentist 
3. Left-wing/Marxist/Maoist (secular) 
4. Right-wing (secular)  
5. Environmental/Single-Issue 
6. Combination Religious/Ethno-nationalist 

Religious Groups 

Religious terrorism is characterized as the politicization of religious beliefs that manifests 

as political violence.  Religious terrorists generally wish to forcibly impose their theological and 

spiritual precepts upon the general population.  In many instances, this takes on a dogmatic and 
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extremist dimension, where groups view secular government institutions as God’s enemies that 

lack sufficient piety (Ackerman et al., 2007).  In this context, religious terrorist groups often 

view secular government laws as permissive and violations of God’s laws and, therefore, do not 

apply to the group.  While religious terrorism can promote the extreme views from any religious 

faith, including Christianity, Judaism, and Hinduism, today’s terrorism climate predominantly 

features groups promoting a radical and extreme version of Islam (Sprinzak, 1991; Drake, 1998a 

& 1998b; Ackerman et al., 2007).  These so-called Islamists or Jihadis adhere to a strict 

interpretation of the Koran and Islamic law, and they believe they are under attack and must fight 

a holy war or Jihad against secular influences.  This “war” is fought through violent attacks of 

civilian and non-combatant populations (Toft, Duero & Bieliauskas, 2010).  The Islamist/Jihadi 

ideology is heavily influenced by the 1979 Iranian Revolution and al-Qaeda’s emergence 

(Hoffman, 2017).  In the current work, the only religious terrorist groups listed in the known 

subset samples were Islamist/Jihadi groups.  There were no other religious groups attributed to 

attacks against electric infrastructure targets. 

Islamist/Jihadi groups are often distinctive from other ideologies because of their global 

or regional reach.  As an example, Jane’s World Insurgency & Terrorism (2019) lists al-Shabaab 

as a “transnational jihad” group, whose “primary objective is the creation of an Islamist state in 

Somalia, administered according to its radical interpretation of sharia (Islamic law)” (p. 9).  Al-

Shabaab is focused on overthrowing the Federal Government of Somalia (FGS), yet they conduct 

attacks in Djibouti, Ethiopia, Kenya, Tanzania, Uganda, and throughout the region to spread their 

ideology and influence in the region.  According to Forbes (Zehorai, 2014), al-Shabaab receives 

an estimated $70 million (U.S. dollars) of revenue per year from a variety of international 

funding sources, including a sympathetic diaspora in the U.S. (Jane’s World Insurgency & 
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Terrorism, 2019).  These groups are generally not focused on a single country or territory, and 

they do not seek political independence or geographic separation from an existing regime.  Their 

goals are more purely theological. They often seek to overthrow existing regimes, as in the 

examples of al-Shabaab in Somalia and the Iranian revolution, in favor of a religiously 

dominated government that aligns with their Islamic law interpretation. 

In many cases, these groups advocate creating a worldwide Muslim Caliphate, as 

championed by al-Qaeda (Toft, Duero & Bieliauskas, 2010; Hoffman, 2017).  This ideology 

differs significantly from ethno-nationalist/separatist groups, where the focus tends to be more 

local and often seeks ethnic, cultural, or national autonomy.  Many ethno-nationalist/separatist 

groups also seek an environment that aligns with Islamist ideology and have even formed 

alliances with international Jihadi groups.  However, the formation of these groups seems to 

predate the fourth wave, and their grievances are often based directly on cultural, ethnic, or 

language differences.  Jane’s World Insurgency & Terrorism, CISAC, and other sources usually 

classify these groups as ethno-nationalist/separatist despite their apparent Islamist orientation.  

Other religious groups also seek these ethno-nationalist goals, which will be later discussed as 

combination groups.  

In the current work, there were 20 Islamist/Jihadi groups identified in attacks of electric 

infrastructure targets from 2000 through 2018.  Each of these groups was coded as (1) Religious 

and are included the following in Table 3: 
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Religious Terrorist Groups (Islamist/Jihadi) 
Al-Qaida in the Arabian Peninsula (AQAP) Jemaah Islamiya (JI) 

Al-Qaida in the Islamic Maghreb (AQIM) Lashkar-e-Taiba (LeT) 

Al-Shabaab Maute Group 

Ansar al-Sharia (Libya) Palestinian Islamic Jihad (PIJ) 

Barqa Province of the Islamic State Salafist Group for Preaching and Fighting 
(GSPC) 

Forest Brothers Sinai Province of the Islamic State 

Hassan Mabkhut Group Taliban 

The Islamic State of Iraq and the Levant 
(ISIL) 

Tehrik-i-Taliban Pakistan (TTP) 

Jaish-e-Khorasan (JeK) Tribesmen (Yemen) 

Jamaat-E-Islami (Bangladesh) Tripoli Province of the Islamic State 

Table 3. Religious Terrorist Groups (Islamist/Jihadi) 

Ethno-Nationalist/Separatist/Irredentist Groups 

Ethno-nationalist, separatist, or irredentist ideologies are described by Ackerman et al. 

(2007) as “relying heavily on terrorism that seeks either to establish an independent state for the 

ethnic, linguistic, cultural, or national community with which they are affiliated…or (if they 

already have their own independent state) to unite all of the members of their community – 

including those that live in neighboring countries – under the aegis of such a state.” (p. 16).  The 

ethno-nationalist ideology is based upon varying ideas about what constitutes a nation-state 

(Drake, 1998a).  When groups form a sense of unity or national identity around a common 

language, set of cultural beliefs, or a historical connection to a geographical region, this can, at 

times, take on an extremist orientation that can lead to acts of terrorism (Drake, 1998a).   

Well-known examples of ethno-nationalist terrorist groups include the Provisional Irish 

Republican Army (PIRA), Basque separatists in Spain (Euzkadi Ta Askatasuna - ETA’), the 

Tamil Tigers (Liberation Tigers of Tamil Eelam - LTTE) in Sri Lanka, and the Palestine 

Liberation Organization (PLO) (Drake, 1998a; Ackerman et al., 2007; Hoffman, 2017).  While 
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there may be a religious dimension to these and other nationalist groups, their primary objective 

is a homeland for the people of their cultural background.  LTTE sought a separate state and 

government for the people of Tamil heritage from the Sri Lankan majority rule by the Sinhalese 

people.  The cultural and linguistic differences between the Sinhalese and Tamils fueled nearly 

35 years of sectarian violence.  Jane’s World Insurgency & Terrorism (2019) and CISAC (2019) 

both list LTTE as a “Nationalist” group.  Similarly, the Basque people of Spain unified around a 

common language (Euskara) and fought a bloody war against government forces since 1959 

(Jane’s World Insurgency & Terrorism, 2019). 

There is some debate about whether certain groups should be categorized as ethno-

nationalist or religious.  The discussion usually centers on the group’s overall objectives and 

whether the group came into existence before the current dominance of Islamist terrorism.  There 

is a subtle distinction between whether to classify these groups as ethno-nationalist, religious, or 

a hybrid.  One example is the Barisan Revolusi Nasional (BRN) group, which is classified by 

Jane’s World Insurgency & Terrorism (2019) as “Ethno‐cultural/Separatist” (p. 3).  The group is 

active in the southern provinces of Thailand, including Yala, Narathiwat, and Pattani.  There is a 

Muslim majority in these regions, but other religious sects live there as well.  BRN formed in 

1960 and has featured Islamic teaching at the core of their ideology throughout.  However, the 

group’s overall objective is the “establishment of an independent state of Pattani Darussalam in 

southern Thailand on the basis of the Malay‐Muslim identity of the majority of the population” 

(Jane’s World Insurgency & Terrorism, 2019, pp. 6-9).  BRN has alliances with similar groups in 

the region, seeking independence for Malay people and are classified as ethno-nationalist in the 

current work.  Similar confusion exists in Pakistan’s Balochistan region, where numerous 

Muslim extremist groups live and conduct terrorist operations.  These groups focus nearly all 
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their activities on creating an independent state for the Baloch people, and most sources list them 

as ethno-nationalist despite the Islamist facets of their ideology (Grare, 2013; Pakistan COI 

Report, 2013; Jane’s World Insurgency & Terrorism, 2019; CISAC, 2019). 

The ethno-nationalist target selection range tends to be narrower than other groups to 

focus on and highlight the incumbent government’s perceived impotence and the regime’s 

inability to provide security for its people (Hoffman, 2017).  Electric infrastructure and critical 

infrastructure, in general, can present attractive targets because they can be seen as extensions of 

the government.  These groups tend to focus on the regimes from which they seek independence.  

Some ethno-nationalist groups have widened their operation and fundraising area to attract 

international attention for their cause, but the focus largely remains concentrated in one or two 

countries in a relatively small region (Hoffman, 2017). 

In the current work, 28 ethno-nationalist groups accounted for 180 attacks of electric 

infrastructure targets from 2000 through 2018 and were coded as (2) Ethno-Nationalist.  These 

groups are included in Table 4: 
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Ethno-Nationalist Terrorist Groups 

Baloch Liberation Army (BLA) Lashkar-e-Balochistan 

Baloch Liberation Front (BLF) Liberation Tigers of Tamil Eelam (LTTE) 

Baloch Nationalists Luhansk People’s Republic 

Baloch Republican Army (BRA) Mayi Mayi 

Balochistan Liberation United Front (BLUF) National Council for Defense of Democracy 
(NCDD) 

Barisan Revolusi Nasional (BRN) Pattani United Liberation Organization 
(PULO) 

Basque Fatherland and Freedom (ETA) Runda Kumpulan Kecil (RKK) 

Benishangul Gumuz People’s Liberation 
Movement 

Shan United Revolutionary Army 

Donetsk People’s Republic Sindhudesh Revolutionary Army (SRA) 

Gorkha Janmukti Morcha (GJM) Thai Islamic Militants 

Kachin Independence Army (KIA) Ukrainian nationalists 

Karen National Union United Baloch Army (UBA) 

Kuki National Front (KNF) United Front for Democracy Against 
Dictatorship 

Kurdistan Workers’ Party (PKK) United Liberation Front of Assam (ULFA) 

Table 4. Ethno-Nationalist Terrorist Groups 

Combination Ethno-Nationalist – Religious Groups (Hybrid) 

Some groups espoused a strong religious (Islamist/Jihadi) ideology while seeking 

independence from their host countries.  These groups tended to seek autonomy based primarily 

on cultural and linguistic differences, but their nationalist objectives could not be wholly 

untangled from their religious beliefs, which tended to be extreme.  An example of such a group 

is the Moro Islamic Liberation Front (MILF), which formed in 1977 as a splinter group from the 

Moro National Liberation Front (MNLF).  Both organizations sought an independent homeland 

for the ethnic Moro people in the Southern Philippine Islands, including Mindanao, Lanao, and 

Maguindanao.  The Moro people speak a variety of three indigenous languages depending on 

region and differ from the majority of most inhabitants of the Philippine Islands (Santos et al., 

2010; Banlaoi, 2014; Jane’s World Insurgency & Terrorism, 2019; CISAC, 2019).  This 
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distinction would seem to classify them as strictly ethno-nationalist, but they also practice Islam 

and seek to have an autonomous region for the “13 Muslim Tribes” that make up the Moro 

people (Jane’s World Insurgency & Terrorism, 2019, p. 4). 

Further to this point, Jane’s World Insurgency & Terrorism (2019) described MILF as 

“fundamentalist” in its approach to Islam and the Philippine Muslim community, noting 

important group alliances with Jemaah Islamiyah (JI), Abu Sayyaf Group (ASG), Bangsamoro 

Islamic Freedom Fighters (BIFF), and other Islamic groups across the Philippines, Indonesia, 

and other parts of southeast Asia (Santos et al., 2010; Banlaoi, 2014; Jane’s World Insurgency & 

Terrorism, 2019; CISAC, 2019).  Many of these groups maintain patron relations with al-Qaeda 

or Islamic State (Fellman, 2011; Gunaratna, 2016).  Different sources classify these groups with 

various descriptors, but they can certainly be considered as a combination or hybrid of ethno-

nationalist and religious.  This hybrid category formed the basis for how these groups were 

coded in the current work. 

In the current work, nine combination ethno-nationalist/religious groups accounted for 54 

attacks of electric infrastructure targets from 2000 through 2018 and were coded as 6 

accordingly.  These groups share many similar objectives and worldviews with groups more 

singularly classified as ethno-nationalist.  The combination ethno-nationalist/religious group 

category was identified for analysis in the current work. However, these nine groups could have 

been combined exclusively into the ethno-nationalist classification since national and cultural 

autonomy seems to be the dominant set of beliefs that motivate the groups’ actions.   

The combination groups are included in Table 5: 
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Combination Ethno-Nationalist/Islamic Terrorist Groups 

Abu Sayyaf Group (ASG) Houthi extremists (Ansar Allah) 

Al-Khobar (Bangsamoro – Philippines) Moro Islamic Liberation Front (MILF) 

Bangsamoro Islamic Freedom Movement 
(BIFM) 

Revolutionary Punishment Movement (Egypt) 

Free Aceh Movement (GAM) Riyadus-Salikhin Reconnaissance and Sabotage 
Battalion of Chechen Martyrs 

Hamas (Islamic Resistance Movement) 
 

Table 5. Combination Ethno-Nationalist/Islamic Terrorist Groups 

Left-Wing/Marxist/Maoist Groups 

Left-wing, Marxist, or Maoist terrorist groups are described in the literature as seeking to 

overthrow governments based on democratic institutions and capitalism.  These are groups 

seeking to establish a collectivist society that focuses on social and economic equality.  The 

underlying ideological concepts originate from the writings of Karl Marx but are heavily 

influenced by the Soviet system and the Chinese system established by Mao Tse-tung (Drake, 

1998a; Ackerman et al., 2007; Jane’s World Insurgency & Terrorism, 2019).  Left-wing groups 

seek to overthrow the “majority” or ruling class and redistribute wealth and power (Drake, 

1998a).  They differ from ethno-nationalists since they generally do not seek national or cultural 

independence, and as opposed to religious groups, they are known to be fiercely secular.  Latin 

America has been dominated by many left-wing groups such as the Fuerzas Armadas 

Revolucionarias de Colombia (FARC), National Liberation Army of Columbia (ELN), and the 

Shining Path or Sendero Luminoso (SL) of Peru (Drake, 1998a; Ackerman et al., 2007; Jane’s 

World Insurgency & Terrorism, 2019; CISAC, 2019).  Most of these groups came to prominence 

in the mid-to-late-1960s and reached their zenith in the 1980s and 1990s.  By 2000, many of 

these groups had declined in numbers and influence.  One notable exception was FARC, who 

maintained a force of 26,000 fighters in 2002 but experienced a rapid decline to 8,000 fighters by 
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2010.  A ceasefire effectively ended FARC operations in 2014, but a splinter group known as 

FARC Dissidents continues to mount attacks (Jane’s World Insurgency & Terrorism, 2019).    

The other region with a significant left-wing presence is in Asia with groups like the 

Communist Party of the Philippines or New People’s Army (CPP‐NPA) and the Communist 

Parties in India and Nepal (Santos et al., 2010; Jane’s World Insurgency & Terrorism, 2019).  

These groups are often referred to as Maoist, but for the current work, they were coded as left-

wing, along with groups that espoused Marxist, Leninist, or other socialist and communist 

beliefs.   

In the current work, ten left-wing/Marxist/Maoist groups accounted for 139 attacks on 

electric infrastructure targets from 2000 through 2018 and coded as (3) (refer to Table 6). 

Left-Wing Terrorist Groups 
Revolutionary Armed Forces of Colombia 
(FARC) 

Communist Party of Nepal – Maoist 
(CPN-Maoist-Chand) 

New People’s Army (NPA) Paraguayan People’s Army (EPP) 

National Liberation Army of Colombia (ELN) National Democratic Alliance Army 
(NDAA-ESSA) 

Communist Party of India – Maoist (CPI-
Maoist) 

Revolutionary Armed Forces of 
Colombia (FARC) dissidents 

Shining Path (SL) Vulkangruppe NetzHerrschaft zerreissen 

Table 6. Left-Wing Terrorist Groups 

Right-Wing Groups 

Right-wing groups tend to favor an established social order and an established 

hierarchical, social, and political structures.  These groups seek to defend this existing order 

while repressing dissidents and other minorities.  Some of the more extreme forms of this 

ideology can take on fascist elements, where the right-wing groups seek to expel, injure, kill, or 

suppress cultural and ethnic minorities (Drake, 1998a; Ackerman et. al, 2007).  This type of 

terrorism can manifest strong feelings of nationalism, ethnic and racial purity, and even religious 
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superiority (Drake, 1998a).  Right-wing groups can represent the established majority or a 

disenfranchised minority seeking to restore national honor and purity (Drake, 1998a).  Some 

examples of right-wing groups include the Fatherland and Freedom Nationalist Front in Chile, 

the Nationalist Action Party in Turkey, the Order in the United States, and the National 

Vanguard in Italy (Ackerman et al., 2007). 

In the current work, the only right-wing group responsible for attacks of electric 

infrastructure was the National Union for the Total Independence of Angola (UNITA) with two 

attacks, in 2000 and 2001.  This group was coded as Right-Wing (4) and listed in Table 7: 

Right-Wing Terrorist Groups 
National Union for the Total Independence of Angola (UNITA) 

Table 7. Right-Wing Terrorist Groups 

Environmental/Single-Issue Groups 

Environmental or single-issue groups concentrate their interests on a circumscribed set of 

political and policy areas.  Many of the groups that fall into this category are involved in 

environmental and animal rights activism, although the ideology can encompass a wide array of 

anti-government and anti-capitalist groups (Drake, 1998a; Ackerman et al., 2007; Turner, 2010; 

Cooke, 2013).  Single-issue groups can be concerned with the politics and policy of the 

environment, abortion, animal rights, nuclear power, consumerism, corporate capitalism, 

globalization, etc. 

Some of the activities of these groups can include: 

arson, splashing of paint on fur clothing, vandalism, graffiti, contaminating 
products, disrupting phone and email communications and hacking websites, 
assault, threats of violence, trespass, theft, causing nuisance, marches, and protest 
gatherings, spiking trees, sabotage of equipment, obstruction, and picketing, and 
the public dissemination of private data (Cooke, 2013, p. 28). 
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Prominent groups in this category include Earth Liberation Front (ELF), Animal 

Liberation Front (ALF), Army of God (AOG), and Black Bloc (Drake, 1998a; Ackerman et al., 

2007; Turner, 2010; Cooke, 2013).  Some scholars argue that these groups are mischaracterized 

as terrorists because their tactics are not explicitly aimed at injuring or killing civilians, but 

instead focus on destroying property (Cooke, 2013). 

There were four attacks by three (3) environmental/single-issue groups during the period 

under investigation in this work (2000-2018).  These groups conducted attacks on electric 

infrastructure in the United States, Canada, and France.  They are coded in the dataset as 

Environmental/Single-Issue (5) and listed in Table 8: 

Environmental/Single-Issue Terrorist Groups 
Court Reform Extremists 

Initiative de Résistance Internationaliste 

Wild Individualities 

Table 8. Environmental/Single-Issue Terrorist Groups 

3.5.2 Coding for Group Size 

The literature posited group size as a factor influencing organizational decisions, 

including target selection (Drake, 1998a; McCormick, 2003; Ackerman et al., 2007; Asal & 

Rethemeyer, 2008).  The blended meta-analysis also supported the notion that a group’s size 

should be considered as a decision factor and tested as an independent variable in this analysis.  

The known attack subset was coded for group size by researching the average number of 

members in each group during the timeframe when electric infrastructure attacks were being 

conducted.  The dataset was coded for group size by adding a data field to each attack in the 

spreadsheet. These groups were divided into ten coding categories (1-10) (refer to Table 9) and 

coded as follows: 
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Group Size Coding Categories 
0 Unknown number of members 

1 </= 100 6 >2,000-2,500 

2 >100-500 7 >2,500-3,000 

3 >500-1,000 8 >3,000-3,500 

4 >1,000-1,500 9 >3,500-4,000 

5 >1,500-2,000 10 >4,000 

Table 9. Group Size Coding Categories 

3.5.3 Coding for Group Age 

A terrorist group’s organizational age at the time of an attack also emerged from the 

literature as a key decision factor (Ackerman et al., 2007).  The literature often linked a group’s 

age with its organizational maturity or what Ackerman et al. (2007) refers to as an 

“organizational lifecycle.”  Ackerman et al. (2007) refers to this process as follows: 

Organizational Lifecycle Status refers to the current stage in the overall history of 
the group. To be more precise, it has to do with the longevity of the organization, 
the changes the organization has undergone over time, what its condition 
currently is relative to its general pattern of historical evolution, and whether it 
still seems to be vigorous or is instead entering into a temporary or permanent 
phase of decline. There are no subfactors within this category (p. 21). 

Organizational lifecycle or maturity is believed to be correlated with a terrorist group’s 

changing propensity for particular targets or tactics as the group ages.  This aging process is 

further influenced by many pressures exerted by the environment, including the overall security 

environment (McCormick, 2003).  In some cases, it was found that attacks were generally aimed 

to provoke reactions during a group’s earlier stages, while more mature groups have learned new 

tactics, acquired greater capability, and developed a new set of motivations for attacks (Drake, 

1998a; Ackerman et al., 2007).  Hoffman & McCormick (2004) generally found that terrorist 

groups became more violent over time and moved from a philosophy of defining specific targets 

for strategic objectives to violence for its own sake.  Whether this is true or not, many scholars 

posited strong correlations between organizational lifecycle and decisions related to tactics and 
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targets (Ackerman et al., 2007; Asal & Rethemeyer, 2008; Asal, Rethemeyer, Anderson, et al., 

2009).  Horowitz (2010) added that organizational age was a factor in the adoption of 

technology, which also influenced which targets were selected.  The literature was supported in 

the blended meta-analysis conducted in this work; therefore, the group’s age at the time of the 

attack was calculated and coded into the known attack dataset.  Each group’s age was 

documented by researching the year the group was established. 

 The coding was completed by dividing age ranges into 5-year groupings and adding a 

field with a corresponding numeric code (1-10) to the dataset.  The data codes were listed in  

Table 10 as follows: 

Group Age Coding Categories 
0 Unknown group age 

1 1-5 Years 6 26-30 Years 

2 6-10 Years 7 31-35 Years 

3 11-15 Years 8 36-40 Years 

4 16-20 Years 9 41-45 Years 

5 21-25 Years 10 >45 Years 

 
Table 10. Group Age Coding Categories 

 
3.5.4 Coding for Previous Attacks on Electric Infrastructure 

The literature hypothesized that terrorist groups maximize capabilities by learning from 

the success or failure of previous attacks.  Groups tended to replicate successes and return to 

similar targets (Drake, 1998a; McCormick, 2003; Ackerman et al., 2007; Hoffman, 2017).  The 

START-GTD data supported this hypothesis when observing the instances of groups with 

multiple attacks on similar targets.  To validate this perception, the known attack dataset was 

coded to indicate whether an electric infrastructure attack was preceded by other similar attacks.  

The data were coded to indicate whether a group conducting an attack had (0) no previous 

attacks, (1) one previous attack, or (2) 2 or more previous attacks.    
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3.5.5 Coding for Operational Capabilities/Resources 

Another question addressed in the current work was the role of a group’s operational 

capabilities or resources in target selection decisions.  The work’s statistical analysis component 

included a determination of whether a lack or abundance of operational resources influenced 

group decisions related to target selection.  Therefore, each electric infrastructure attack in the 

known attack subset had to be coded for the group’s operational resources level.  Drake (1998a), 

Ackerman et al. (2007), and Silke (2010) described “operational capabilities” as the ability to 

attack a target.  Drake (1998a) established a correlation between a group’s operational 

capabilities and “…its ability to carry out terrorist operations” (p. 73).  The current work used the 

terms “operational capabilities” and “operational resources” interchangeably, which are defined 

here as the tangible and intangible resources that determine a group’s effectiveness at attaining 

its operational goals. 

In particular, Ackerman et al. (2007) highlighted the role of operational resources in 

making decisions to attack critical infrastructure specifically: 

Resources refers to the extent and diversity of the assets available to a terrorist 
group since such assets are required to enable it to sustain itself over time and 
permit it to organize and carry out attacks (p. 21).  

Ackerman et al.’s (2007) notion of operational capabilities included an array of physical, 

financial, and logistical resources.  The literature presented broad concurrence on the question of 

operational capabilities/resources as a significant decision factor that shaped target selection 

(Drake, 1998a; McCormick, 2003; Ackerman et al., 2007; Asal & Rethemeyer, 2008; Asal, 

Rethemeyer, Anderson, et al., 2009; Silke, 2010).   

Depending on the source, operational resources were thought to comprise a collection of 

components including the size of the group (personnel resources), structure and quality of 

leadership, access to additional personnel (reserves), availability of weapons, financial resources, 
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technical competence, and the ability to innovate (Drake, 1998a; McCormick, 2003; Ackerman 

et al., 2007).  Technology adoption and technical skills were highlighted as critical resources that 

can influence targeting decisions (Jackson, 2001; Ackerman et al., 2007; Horowitz, 2010).  

Networking ability and the creation of alliances with other groups were also listed among the 

factors contributing to operational capability (Ackerman et al., 2007).  This capability is 

particularly true when alliances included patron-client relationships, state sponsorship, or 

franchisee relationships with large international groups (e.g., al-Qaeda or Islamic State).  Public 

support from the communities where groups operated could also be characterized as an 

operational resource (De La Calle & Sánchez-Cuenca 2007; Horowitz, 2010).  Brannan et al. 

(2014) described operational resources as a “limited good” contributing to the group’s success.  

Brannan et al.’s (2014) view included intangible commodities such as prestige and honor.  The 

concept of limited good is more refined than the notion of operational capabilities as outlined by 

Drake (1998a) and Ackerman et al. (2007); however, Brannan et al.’s (2014) theoretical 

framework strengthens the argument that operational resources should be included among the 

relevant decision factors. 

In the process of coding the attack data with each group’s operational resources, it was 

first necessary to define the specific elements under consideration.  This process went well 

beyond a simple determination of financial resources, which in some cases was difficult or 

impossible to establish.  Large groups such as al-Qaeda, Islamic State, al-Shabaab, and the 

Taliban had well-documented estimates for their annual revenue (Zehorai, 2014 & 2018; Jane’s 

World Insurgency & Terrorism, 2019).  Revenue estimates for some other groups were not 

explicitly stated in source materials.   
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The actual revenue of some groups could not be determined and, in many cases, had to be 

inferred from the sources of revenue, such as narcotics trafficking, weapons smuggling, diamond 

mining, extortion, kidnapping, and various forms of tax on local populations.  An example of a 

well-funded group was the National Union for the Total Independence of Angola (UNITA), 

which derived most of its revenue from diamond production.  Their annual revenue in U.S. 

dollars was not explicitly included in any source material, but they clearly represented a group at 

the high-end of the resource spectrum with a coding score of 8 out of 10.  UNITA attacked 

electric transmission towers in 2000, using anti-personnel mines, and destroyed three electric 

generators in 2001, which resulted in widespread power outages, loss of power to the region’s 

water utility, and three deaths.  UNITA attacks caused estimated damages in excess of $3 million 

(Hoekstra, 2019; START-GTD, 2019).  Some groups received financial support from a state 

sponsor or other patron, which enhanced operational resources significantly. 

The scoring metric for coding each group’s operational resources was based on a 1-10 

scale, with 1 being the lowest possible ranking and 10 being the highest possible ranking.  The 

scores were based on an assessment and subjective aggregation of the following elements: 

� Annual revenue ($USD) – if known 

� Sources of revenue 

� Number of members 

� Strength of leadership 

� Access to weapons/type of weapons used 

� State sponsorship/patron 

� Alliances with other groups 

� Support from the local population 

� Access to and use of technology 

3.6 Primary Methodology - Quantitative Analysis 

A baseline comparison was established between the number of electric infrastructure 

attacks, energy sector attacks, and total attacks against all targets.  The total number and 
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statistical frequency of past attacks were calculated for all attacks in the START-GTD database 

for each year from 2000 through 2018 (n=121,628).  The calculations made from this sample 

included attacks on all targets by all terrorist groups, attacks against all energy infrastructure 

(electric, gas & oil combined), and attacks specific only to electric infrastructure.  The analysis 

provided a comparison of attacks by year for the entire period under study for this work.  This 

data was organized into a table and a series of graphs to capture trends and comparisons. 

3.6.1 Sample Selection and Statistical Analysis by Decision Factor 

The sample data selected for analysis by each variable included only the START-GTD 

terrorist attacks against electric infrastructure targets (2000-2018), where the attacking group was 

identified by name.  This data was a sample of 521 attacks and is referred to in this work as the 

known attack subset. 

The number of electric infrastructure attacks associated with each specific decision factor 

category (variable) was calculated for each year of the study period from the known attack 

subset.  A statistical distribution of the attacks by each decision factor was established and 

visually compared in a series of tables and graphs. 

The known attack subset was further divided into two random samples consisting of 

Sample Group #1 with 243 attacks and Sample Group #2 with 278 attacks.  Each of these 

random sample groups was analyzed independently to ensure that the results were cross 

validated. This process included a calculation of the number of attacks by decision factor within 

each random sample.  Each random sample was then analyzed for the statistical distribution of 

attacks by decision factor to cross-validate if the distribution was similar to the known attack 

subset. 
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3.6.2 Analysis of Data Over Time 

The data were organized into a series of tables, using the annual number of electric 

infrastructure attacks associated with each specific decision factor.  These tables included mean 

values and standard deviation.  The data was plotted on a series line graphs for each variable 

with trend lines to visually depict year-to-year increases and decreases of electric infrastructure 

attacks. 

3.6.3 Hypothesis Testing 

Each of the five hypotheses identified in Chapter 1 was tested using the results of the 

statistical analysis: 

H1: Physical attacks of electric infrastructure are more likely to have been conducted by 
ethno-nationalist/separatist terrorist groups than any of the other ideological 
groups. 

H2:  Physical attacks of electric infrastructure are more likely to be conducted by 
terrorist groups that have been in existence for more than 5 years. 

H3:  Physical attacks of electric infrastructure are more likely to be conducted by 
terrorist groups with more than 3,000 members. 

H4:  Physical attacks of electric infrastructure are more likely to be conducted by 
terrorist groups that have 2 or more previous attacks against similar targets. 

H5:  Physical attacks of electric infrastructure are more frequently conducted by 
terrorist groups with greater operational resources (e.g., a combination of revenue, 
access to sophisticated weapons, use of technology, state or patron support, and 
popular local support). 

A null hypothesis (H0) statement was established for each of the five hypotheses.  The 

null hypothesis (H0) was established to be no statistical difference in the frequency of electric 

infrastructure attacks when correlated to each of the identified ideological, age, size, past attacks, 

and operational resources variables.  In the case of the ideology variable (H1), the null 

hypothesis (H0) was based upon the assumption that there would be no statistical difference 

between the frequency of attacks by each of the ideological groups.  The null hypothesis (H0) for 
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H2 was established as to be no statistical difference between the frequency of attacks by groups 

over five years old and those five years old or less.  The null hypothesis (H0) for H3 was 

determined to be no statistical difference between the frequency of attacks by groups with greater 

than 3,000 members and those groups with 3,000 or fewer members.  The null hypothesis (H0) 

for H4 was established as no statistical difference between the frequency of attacks by groups 

with 2 or more previous attacks and those groups with fewer than two previous attacks.  The null 

hypothesis (H0) for H5 was established as no statistical difference between the frequency of 

attacks conducted by groups with high levels of operational resources (scored 8-10) and those 

groups with low or medium levels of operational resources (scored 1-7). 

Once the null hypothesis (H0) statements were established for each, the number of attacks 

for each variable were organized into tables depicting the number of attacks for each year of the 

study period (2000-2018).  The tables were created, and statistics were calculated in Microsoft 

Excel.  The number of electric infrastructure attacks for each year by variable was classified as 

an observation.  Therefore, each table depicted samples with 19 observations (one for each year).  

The mean values and standard deviations were calculated for each sample. 

Each hypothesis was tested using a two-sample t-test assuming unequal variances with an 

alpha value of .005 and 18 degrees of freedom (n-1).  The t-stat values of each test were 

compared to the two-tailed critical values, and the p-values were compared to alpha to determine 

if the null hypothesis (H0) was proved or disproved.  These t-test results were used to determine 

if each hypothesis could be supported. 

3.6.4 Probabilistic Analysis 

In Chapter 4, the statistical analysis results depicting the frequency of past attacks were 

used to explore a Bayesian probabilistic approach to establishing the likelihood of future attacks.  



106 
 

The probabilistic analysis was conducted to quantify and estimate the probability that a particular 

terrorist group is likely to choose electric infrastructure as a target for attack.  The statistical 

frequency of past attacks for the 49 years from the beginning of 1970 through the end of 2018 

was used to establish prior probability values; and the conditional probabilities were established 

using the frequency of past attacks for the 19 years from the beginning of 2000 through the end 

of 2018.  These values were established during the statistical frequency analysis portion of the 

research. 

The research applied a simple form of Bayesian probabilistic analysis to estimate the 

likelihood of an attack of the target under consideration in this current work (Kelly & Smith, 

2011; Stone, 2013).  The analysis was completed in multiple stages, beginning with establishing 

a prior probability and continuing as each decision factor served to update the conditional 

probability of the selection of electric infrastructure for an attack. 

The statistical frequency of past attacks, specifically against electric infrastructure, was 

used to estimate a priori probability values.  The statistical frequency for each of the variables 

relative to the number of attacks in each sample was used to establish conditional probability 

values (Stone, 2013; Hubbard & Seiersen, 2016). 

The analysis multiplied the prior probability by the conditional probability based on each 

variable to calculate a joint probability.  The joint probability was then divided by the sum of 

joint probabilities to estimate a posterior probability.  This process was repeated iteratively in 

stages using the posterior probability from the previous stage of analysis as the prior value in the 

next stage.  This updated prior value was then combined with each variable as the conditional 

probability to calculate a new posterior value (Stone, 2013). 
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As an example, using the ideology, the conditional probability was notated as P(ID|S/EI), 

or the probability of the identified ideology given that electric infrastructure was attacked.  This 

conditional probability was multiplied by the prior probability (percentage of all attacks against 

electric infrastructure) to produce a joint probability.  The same calculation was performed to 

estimate the joint probability that the identified ideology will select any target other than electric 

infrastructure.  These joint probabilities were added together to produce the sum of joint 

probabilities.  The final calculation of this iteration was to divide the joint probability of an 

electric infrastructure attack and the identified ideology by the sum of the joint probabilities 

(Kelly & Smith, 2011; Stone, 2013).  This calculation produced a posterior value, which was the 

updated estimate of the identified ideology’s probability under consideration.  This process was 

repeated for the next decision factor (variable) using the posterior value of the prior level of 

analysis as the new prior value.  The analysis was repeated for each variable (e.g., ideology, age, 

size, operational resources, and evidence of previous attacks). 

A Bayesian tool was developed in Microsoft Excel for the probabilistic calculations.  The 

Excel tool required the value for a prior probability that any group will select electric 

infrastructure as the desired target for attack.  This prior probability was based on the frequency 

of historical attacks.  The tool also required a value input for the conditional probability, which 

was based on the percentage of attacks given that a particular decision factor (variable) was also 

present.  Using a set of formulas, the Excel tool produced a posterior value and automatically 

updated the prior value for the next iteration of the analysis (Hubbard & Seiersen, 2016). 

Chapter 4 included a simulated analysis of a hypothetical terrorist group, using the values 

established from the statistical frequency of past attacks.  The calculations included five 

iterations of analysis to estimate the likelihood that the group would attack electric infrastructure.  
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The simulation was conducted to demonstrate the utility of the Excel tool and the logic of the 

model. 

3.7 Summary/Research Model 

In summary, this research methodology involved a mixed-methods approach to identify 

dependent and independent variables, followed by statistical calculations based on the frequency 

of past attacks, and application of those statistics as values to a probabilistic analysis.  The 

research model’s methodology was based upon academic rigor, operational utility, and a 

combination of quantitative methods for estimating probabilities and perhaps predicting future 

decisions.  

3.7.1 Research Model 

This work’s research model was built upon a thorough review of 50 years of literature on 

decision-making influence by terrorist groups.  That research was synthesized using blended 

meta-analysis and coded into the START-GTD database samples.  The statistical frequency of 

previous attacks was applied to each factor coded into the data samples to establish conditional 

probabilities.  These conditional probability values were entered into the Bayesian tool to 

determine the posterior probability that a particular group is likely to select electric infrastructure 

targets for attack. 

The model is visually depicted in the process flow chart in Figure 1: 
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Figure 1. Research Model – Flow Chart 
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Chapter 4: Analysis and Results 

4.1 Introduction 

This chapter incorporates the results of the data analysis, which includes a statistical 

review of the frequency of past electric infrastructure attacks, and an examination of attack 

frequency associated with the specific decision factors presented in this study.  This chapter also 

presents the scoring results of the decision factors and the findings from the hypothesis testing.  

The following five sections comprise the remainder of the chapter: 

Section 4.2 Frequency of Previous Attacks of Electric Infrastructure will examine the 

statistical frequency of electric and energy infrastructure attacks from 2000 through 2018 and 

compare it to the number of overall attacks against other targets.  The purpose of this section of 

the analysis is to establish the scope of the threat of electric infrastructure attacks measured 

against all other potential targets.  Section 4.3 Target Selection Influences reviews the scoring 

and ultimate selection of decision influences chosen as independent variables for the analysis in 

this work.  Section 4.4 Frequency of Attacks in Relation to Decision Factors will present the 

statistical frequency of electric infrastructure attacks correlated to the selected independent 

variables.  Section 4.5 Hypothesis Testing and Statistical Significance will present the t-tests for 

statistical significance and whether each of the hypotheses can be supported.  Section 4.6 

Bayesian Analysis – Probabilistic Tool will examine the method utilized for establishing prior 

and conditional values, as well as the Bayesian tool developed to calculate the conditional 

probability of electric infrastructure attacks.  Section 4.7 Summary will summarize the findings 

of this research. 
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4.2 Frequency of Previous Attacks of Electric Infrastructure 

One of the primary research questions in this work (R1) asked whether the threat of 

physical attacks against electric infrastructure was as significant as many anecdotal reports seem 

to imply.  This section will present the results of the statistical analysis aimed at answering this 

question.  The findings presented here depict the statistical analysis results on the frequency of 

electric infrastructure attacks conducted by various terrorist groups over 19 years (2000 through 

2018).  This analysis utilized the START-GTD database. 

The statistical analysis in this section compared the frequency of electric infrastructure 

attacks to the frequency of attacks against all targets.  The graph below in Figure 2 illustrates the 

rising number of worldwide terrorist attacks against electric infrastructure specifically and also 

energy infrastructure attacks more generally (gas, oil & electric combined) since 2000.  At the 

beginning of the millennium, the number of electric infrastructure attacks fluctuated slightly 

from year to year but overall seemed to remain somewhat flat until 2008.  In 2008, electric 

infrastructure attacks increased by 244% from the previous year.  After 2008, the overall 

statistical trend reflected a steep rise in attacks, peaking in 2016 with 209 attacks or 2,512% 

more attacks than in 2000.  Even the highest year in the first decade of the millennium (2009 

with 72 attacks) was 190% lower than the 2016 total.  The increase in attacks over the 19 years 

can reasonably be characterized as substantial. 
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Figure 2. Terrorist Attacks on Energy/Electric Infrastructure 2000-2018 

As the analysis in this work revealed and the graph (Figure 2) illustrates, attacks of 

energy infrastructure in general (gas, oil & electric combined) peaked in 2014 but followed a 

similar trend to electric infrastructure specific attacks.  The number of overall energy and electric 

infrastructure specific attacks declined in 2017 and 2018, yet even after the peak, the number of 

attacks remained well above the millennium’s early years. 

The actual number of worldwide electric infrastructure attacks (1,198) in proportion to 

attacks of all targets (121,628) has remained relatively low (approximately 1%).  This finding is 

apparent when comparing the side-by-side number of electric infrastructure attacks compared to 

energy infrastructure attacks, and the overall attacks against all targets, as presented in Table 11.   
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Terrorist Attacks 2000-2018 
Year Electric % of Total Attacks Energy % of Total Attacks All Targets 
2000 8 0.439% 39 2.138% 1,824  

2001 14 0.732% 38 1.986% 1,913  

2002 15 1.129% 28 2.107% 1,329  

2003 23 1.794% 52 4.056% 1,282  

2004 8 0.684% 48 4.103% 1,170  

2005 19 0.944% 64 3.181% 2,012  

2006 15 0.544% 103 3.733% 2,759  

2007 18 0.555% 70 2.159% 3,242  

2008 62 1.290% 166 3.455% 4,805  

2009 72 1.525% 188 3.981% 4,722  

2010 37 0.767% 110 2.279% 4,826  

2011 54 1.064% 186 3.664% 5,076  

2012 61 0.715% 210 2.462% 8,529  

2013 72 0.598% 297 2.467% 12,041  

2014 155 0.917% 461 2.727% 16,908  

2015 164 1.095% 343 2.290% 14,977  

2016 209 1.534% 430 3.156% 13,626  

2017 110 1.002% 209 1.903% 10,980  

2018 82 0.854% 194 2.019% 9,607  

Table 11. Terrorist Attacks 2000-2018 

The lowest number of electric infrastructure attacks and the lowest percentage of overall 

attacks occurred in 2000 with eight attacks, which was 0.44% of overall attacks.  The highest 

number of electric infrastructure attacks occurred in 2014 with 209 (1.53% of overall attacks), 

but the highest ratio of attacks occurred in 2003 with electric infrastructure attacks representing 

1.79% of overall attacks.  The mean statistic for the 19 years was 63 electric infrastructure 

attacks or 0.96% of overall attacks. 

The analysis in this portion of the work examined the statistical trend for overall attacks 

against all targets using the START-GTD attack database (2000-2018) (121,628 attacks).  

Analogous to the electric and energy infrastructure attacks, the data for overall attacks 

(illustrated in Figure 3) shows a reasonably flat statistical trend from 2000 to 2005, with some 

small year-to-year variations.  Between 2004 and 2005, the attacks increased by 71%.  

Additional increases followed this increase in 2006 and 2007.  From 2008, the attacks rose 
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sharply and peaked in 2014 with 16,908.  By 2014, worldwide terrorist attacks against all targets 

had increased by 826% from 2000.  In the period following the 2014 peak, the annual number of 

attacks remained much higher than in the millennium’s earlier years.  The number of terrorist 

attacks in 2018 remained 426% more frequent than in 2000.  Figure 3 depicts this acceleration of 

worldwide attacks against all targets during the second decade of the millennium: 

 

Figure 3. Terrorist Attacks (All Targets) 2000-2018 

The line graphs (Figure 4 and Figure 5) illustrate a comparison of electric and energy 

infrastructure attacks to attacks against all targets for the same period. The trends depicted in 

both graphs appear remarkably similar.  This similarity would suggest that the rising level of 

infrastructure attacks may be a function of the increasing level of attacks overall.  The ratio of 

infrastructure attacks to overall attacks appears to have remained relatively constant over time. 
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Figure 4. Terrorist Attack Trend Line (All Targets) 2000-2018 

 

Figure 5. Terrorist Attacks on Energy/Electric Infrastructure 2000-2018 
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This section presents a relatively low number of electric infrastructure attacks and low 

percentages relative to the overall attacks but illustrates a significant rise in those numbers over 

time. 

4.3 Target Selection Influences 

The research question (R2) in this work was aimed at identifying a salient list of potential 

organizational and environmental factors likely to influence target selection decisions related to 

electric infrastructure attacks.  This section narrows that list of decision factors for analysis in 

this research. 

Using the list of decision factors synthesized from the literature, the scoring matrix 

illustrated in Table 12 is utilized based on the Blended Meta-Analysis presented in Chapter 3. 

This research led to the creation of a scoring method, which is conditioned upon a subjective 

numeric score (1-5) for each criterion.  The overall scores are the sums of those individual 

criterion scores. 

The scoring matrix is presented here in Table 12, which depicts the results: 
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Table 12. Scoring Matrix 

The following decision factors emerged with the highest values (Table 13): 

Decision Factors with Highest Scores 
Group ideology 15 Past attacks of similar targets 15 

Group size 13 Security Environment 14 

Age/Maturity of the group 12 Target Protection 15 

Leadership Structure 13 Group’s stated interest in the target 12 

Group’s operational resources 14 Target proximity to group’s area of operation 13 

Table 13. Decision Factors with Highest Scores 

A group’s stated interest in the target and the security level at the target scored high in the 

analysis matrix. Unfortunately, the START-GTD data did not capture this information, and the 

research necessary to code for these would have required more resources than were available for 
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Psychological Ideological Influences
Terrorist Profile 1 1 1 3 Group Ideology 5 5 5 15
Psychopathology 1 1 1 3
Narcissism 1 2 1 4 Organizational Influences
Psycho-Logic 1 2 2 5 Organizational Size 5 4 4 13
Paranoia 1 1 1 3 Organizational Age / Lifecycle 4 4 4 12

Leadership / Structure 5 4 4 13
Sociological Operational Capabilities / 5 4 5 14
Relative Deprivation 3 2 2 7
Frustration- 1 2 2 5 External Influences
Oppression 3 2 2 7 Symbolic Target / Past Attack 5 5 5 15
Social Identity 3 2 3 8 Security Environment 5 4 5 14
Challenge / Response 3 2 3 8 Target Protection 5 5 5 15

Stated Target Value to Group 4 3 5 12
Instrumental External Support / Group 4 3 3 10
Strategic Goals 3 3 3 9 Target proximity to group’s 4 4 5 13

Perceptual Influences
Perception of Capabilities 2 2 4 8
Perception of Target Security 2 2 4 8
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this work.  This gap in the data was also true when considering a group’s organizational 

structures and the distances of previous targets to group areas of operation.  Given the size of the 

dataset, it was impractical to code for all these factors.  The remaining five factors (e.g., 

ideology, age, size, operational resources, and previous attacks of similar targets) were identified 

as the independent variables for this research and tested against the attack dataset. 

4.4 Frequency of Attacks in Relation to Decision Factors 

The following section includes the findings of the statistical analysis completed in this 

work to assess the number of electric infrastructure attacks associated with each of the five 

selected decision factors.  The decision factors were quantified by calculating the statistical 

frequency of the attacks in the START-GTD known subset (2000-2018) by each factor.  The 

known attack subset (521 attacks) was the sample selected from the START-GTD data where 

attacks had been attributed to a specific terrorist group.  This sample was further divided into two 

smaller randomized samples of attack data to cross-validate the results.  The randomized sample 

groups consisted of the following: 

� Randomized Group #1 – 243 attacks 

� Randomized Group #2 – 278 attacks 

The analysis of the known attack subset and each of the two smaller randomized samples 

was conducted independently to validate the results. 

4.4.1 Ideology 

The first part of the analysis was a comparison of the random samples.  The random 

samples for ideology (Group #1 & Group #2) were calculated independently to cross-validate the 

results.  The side-by-side comparison statistical distributions illustrated in Figure 6 suggest very 

little difference in each random sample and therefore seem to validate the overall finding when 

applied to the entire known dataset. 
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Figure 6. Terrorist Group Ideology – Randomized Groups #1 & #2 - Comparison 

The statistical frequency of attacks from the known attack subset, when calculated using 

ideology as the independent variable, reflected 180 (35%) attacks of electric infrastructure 

targets by ethno-nationalist/separatist groups, 142 (27%) attacks by religious groups 

(Islamist/Jihadi), 139 (27%) attacks by left-wing (Marxist/Maoist), 54 (10%) attacks by 

combination ethno-nationalist/religious groups, 4 (0.7%) attacks by environmental/single-issue 

groups, and 2 (0.3%) attacks by right-wing groups.  The attack totals are depicted in Table 14 

below: 

Attacks of Electric Infrastructure Grouped by Ideology 
Ideology Group #1 Group #2 Total Subset 

Religious/Islamist 69 73 142

Ethno-Nationalist/Separatist 83 97 180 

Leftist/Marxist/Maoist 63 76 139

Right Wing 0 2 2 

Environmental/Single-Issue 2 2 4

Combo /Ethno-Nationalist/Religious 26 28 54 

Total Attacks 243 278 521

Table 14. Attacks of Electric Infrastructure Grouped by Ideology 
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The statistical distribution by ideology is depicted in the chart (Figure 7) below: 

 

Figure 7. Statistical Distribution by Ideology 

Considering the ideological similarities between the ethno-nationalist groups and the 

combination ethno-national/religious groups, these groups are consolidated for the analysis 

below into a single hybrid category.  These findings establish the hybrid category frequency at 

45% of the total attacks in the known subset (refer to Figure 8). 

 

Figure 8. Consolidated Statistical Distribution by Ideology (w/hybrid) 
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When analyzing electric infrastructure attacks in the known attack subset over time, it is 

apparent that the ethno-nationalist groups accounted for the most attacks overall, but not in every 

year of the analysis.  In the earlier years of the millennium, left-wing groups accounted for the 

majority of attacks in most of those years.  Left-wing groups had the most attacks nearly every 

year of the first 12 years of the period of the analysis, but then left-wing attacks leveled off just 

as attacks by ethno-nationalist and religious groups began to rise sharply around 2013.  The 

ethno-nationalist groups had the highest mean with an average of 9.47 attacks per year, followed 

by the religious groups with 7.47 and the left-wing groups with 7.32 attacks per year.  The 

combination religious/ethno-nationalist groups averaged 2.84 attacks per year, and the remaining 

groups all averaged fewer than one attack annually.  The number of attacks by each group is 

reflected in Table 15: 
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Annual Attacks of Electric Infrastructure Grouped by Ideology 

Year R E/N LW RW E/S Combo 
2000 1 0 4 1 0 1 

2001 0 0 7 1 0 1 

2002 0 0 10 0 0 1 

2003 1 2 7 0 0 5 

2004 1 2 2 0 1 0 

2005 2 8 2 0 0 0 

2006 2 2 1 0 0 0 

2007 1 3 2 0 0 1 

2008 3 10 16 0 0 4 

2009 3 1 12 0 0 9 

2010 1 2 12 0 0 0 

2011 3 1 8 0 0 0 

2012 1 6 9 0 0 3 

2013 6 12 7 0 0 2 

2014 31 16 10 0 0 5 

2015 10 56 8 0 0 15 

2016 33 5 6 0 1 4 

2017 19 43 6 0 2 2 

2018 24 11 10 0 0 1 

Sum 142 180 139 2 4 54 
Mean 7.4736842 9.4736842 7.315789 0.105263 0.210526 2.842105 

Std Dev 10.808271 15.005067 3.972861 0.315302 0.535303 3.775111 
       

   Legend    

   R Religious 

   E/N Ethno-Nationalist 

   LW Left-Wing 

   RW Right-Wing 

   E/S Environmental/Single Issue 

   Combo Hybrid – Religious Ethno-Nationalist 

Table 15. Annual Attacks of Electric Infrastructure Grouped by Ideology 

Figure 9 (below) depicts a trend showing left-wing groups remaining essentially at a 

constant level, with only a small increase in 2008, while the ethno-nationalist groups increase 

sharply starting in 2014.  Since attacks against all targets increased during this same period, this 

seems to demonstrate that left-wing attacks are falling relative to overall attacks. 
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Figure 9. Ethno-Nationalist vs. Left-Wing 

In Figure 10, the alternating years of religious and ethno-nationalist groups with the most 

attacks can be seen, yet the ethno-nationalist groups have a more significant upward trend line.  

This effect is heightened when coupling the ethno-nationalist groups with the combination 

groups into a single hybrid category (see Figure 11). 

 

Figure 10. Ethno-Nationalist vs. Religious 
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Figure 11. Ethno-Nationalist + Combo Groups (Hybrid Category) vs. Religious 

The research in this work showed 20 Islamist/Jihadi groups identified in 142 attacks of 

electric infrastructure targets in the known subset from 2000 through 2018.  The Islamic State of 

Iraq and the Levant (ISIL) accounted for the most with 74 attacks, which were concentrated in 

the five years from 2014 through 2018.  All but three of ISIL’s attacks occurred in Iraq (3 attacks 

occurred in Syria).  The Taliban followed this total with 24 attacks in Afghanistan, which were 

spread over a longer timeline (2003-2018), and al-Shabaab conducted 11 attacks in Somalia and 

Kenya from 2011-2018.  In all three cases, these are groups that have demonstrated a global 

reach and have conducted various attacks in many regions of the world, yet their attacks on 

electric infrastructure targets were focused locally in one or two countries each. 

The research in this work showed 28 ethno-nationalist groups that accounted for 180 

attacks of electric infrastructure targets from 2000 through 2018.  This was the largest 

ideological category responsible for attacks on electric infrastructure, exceeding religious 

left-wing and combination groups.  The leading ethno-nationalist group with electric 

infrastructure attacks was the Barisan Revolusi Nasional (BRN) in Thailand with 45 attacks, 

followed by the Baloch Republican Army (BRA) in Pakistan with 25 attacks.  The country of 
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Thailand accounted for 78 attacks conducted by three groups, and Balochistan (in Pakistan) 

accounted for 55 attacks spread across seven different groups in the region. 

Nine combination ethno-nationalist/religious groups accounted for 54 attacks of electric 

infrastructure targets.  Moro cultural groups in the Philippine Islands led this category with the 

Bangsamoro Islamic Freedom Movement (BIFM) conducting 22 attacks, followed by the Moro 

Islamic Liberation Front (MILF) with 18 attacks.  Both of these groups seek an independent 

homeland for the ethnic Moro people in the southern Philippines (ethno-nationalist) and also 

espouse a radical Islamist ideology (Religious) (Santos et al., 2010; Banlaoi, 2014).   

The research highlighted ten left-wing groups, which accounted for 139 attacks.  FARC 

led all left-wing groups with 81 attacks in Columbia, conducted between 2000-2015, after which 

FARC’s presence in the region had diminished considerably.  The much smaller and less capable 

splinter group called FARC Dissidents conducted four attacks on electric infrastructure in 2018.  

The New People’s Army (NPA) in the Philippines conducted 12 attacks, and the Communist 

Party of India (CPI-Maoist) conducted ten attacks.  There was only one left-wing attack on 

electric infrastructure in Western Europe during the period of analysis.  In March 2018, the 

group called Vulkangruppe NetzHerrschaft “cut and set fire to electrical cables” (START-GTD, 

2019), causing a massive power outage in Berlin, Germany.  

The only right-wing group responsible for attacks of electric infrastructure was the 

National Union for the Total Independence of Angola (UNITA) with two attacks (e.g., one in 

2000, and one in 2001).  The group targeted a substation owned by Empresa Nacional de 

Electricidade (ENE), the state-operated electric power utility of Angola.  The small arms attack 

destroyed three generators, killed three people, and resulted in a large-scale power outage and 
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loss of water service to the area (START-GTD, 2019).  The second attack involved explosives 

that damaged electric grid components (START-GTD, 2019). 

There were only four attacks by environmental/single-issue groups during the period 

under investigation in this work (2000-2018).  In 2004, the Canadian anti-globalization group 

Initiative de Résistance Internationaliste attacked infrastructure owned and operated by Hydro-

Quebec.  The group detonated an explosive device near a transmission tower, which caused some 

damage, but electric power was not disrupted (START-GTD, 2019).  In 2016, a “court reform 

extremist” (START-GTD, 2019) detonated an incendiary device on transmission lines owned 

and operated by National Grid in Tyngsborough, Massachusetts.  The “thermite device” was 

designed to cut the lines and interrupt the electricity flow between the U.S. and Canada.  The 

explosion also caused a brush fire but did not interrupt power or cause any injuries (CBS News, 

2016; McGaunn, 2016; U.S. vs. Kelly, 2017; START-GTD, 2019).  In 2017, an anti-capitalist 

group called Wild Individualities conducted two attacks against a French electric provider, 

Enedis SA, where infrastructure was damaged with incendiary devices (START-GTD, 2019). 

4.4.2 Group Age 

The current work identified a terrorist group’s organizational age at the time of an attack 

as a potential key decision factor.  The question related to this decision factor is whether 

organizational age correlates to a terrorist group’s propensity for particular targets. 

The known attack subset was coded by dividing age ranges into 5-year groupings and 

further sub-dividing them into the random samples.  The randomized samples for organizational 

age (Group #1 & Group #2) were calculated independently to cross-validate the results.  The 

trends for both samples and the entire dataset are illustrated in the line graphs in Figure 12.  They 

appear remarkably similar and appear to validate the overall findings. 
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Figure 12. Terrorist Group Age 

The groups conducting attacks of electric infrastructure with the highest frequency appear 

to be between 6 and 10 years old at the time of the attacks.  The next highest age group was the 

over-45 category.  The results suggest that attacks on electric infrastructure are more likely with 

groups over five years old.  This trend is illustrated in Table 16 and Figure 13. 
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Attacks of Electric Infrastructure by Group Age 
Age Group #1 Group #2 Total Each Factor 

Unknown Age 6 6 12 

0 - 5 Years 29 27 56 

6 - 10 Years 46 65 111 
11 - 15 Years 40 35 75 

16 - 20 Years 6 7 13 

21 - 25 Years 8 17 25 

26 - 30 Years 4 12 16 

31 - 35 Years 15 12 27 

36 - 40 Years 17 21 38 

41 - 45 Years 21 22 43 

45+ Years 51 54 105 
Total Attacks 243 278 521 

Table 16. Attacks of Electric Infrastructure by Group Age 

 

Figure 13. Terrorist Group Age Total Known Dataset 
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new terrorist organizations fail to last beyond their first year and most last an average of only 

three years, it is useful to contrast how the younger groups compare to more mature ones 

(Vittori, 2009; Phillips, 2019).  Groups in their first five years only accounted for 11% of the 

attacks against electric infrastructure.  Over time, these groups averaged only 2.9 attacks per 

year.  In contrast, groups over five years old averaged 23.8 attacks per year.  Even singling out 

groups over 35 years old, the number of electric infrastructure attacks remains almost 10 per 

year.  Table 17 is organized into three categories with terrorist organizations between 0-5 years 

old, groups over 5 years old, and those over 35 years old.  The table illustrates the annual 

differences in electric infrastructure by age. 

Annual Attacks of Electric Infrastructure Listed by Group Age 
Year </=5 Years >5 Years >35 Years 
2000 0 7 3 

2001 1 8 4 

2002 0 11 10 

2003 0 15 7 

2004 1 5 3 

2005 1 9 4 

2006 0 5 1 

2007 1 6 2 

2008 5 28 11 

2009 5 20 10 

2010 2 13 12 

2011 0 12 5 

2012 6 12 8 

2013 2 24 6 

2014 13 46 11 

2015 5 83 28 

2016 6 43 4 

2017 2 67 44 

2018 6 39 13 

Mean 2.947368421 23.84210526 9.789473684 

Std Dev 3.357804908 22.24425808 10.27174629 

Table 17. Annual Attacks of Electric Infrastructure Listed by Group Age 
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The other notable finding was that older groups (> 5 years) dramatically increased the 

frequency of attacks over the period examined in this work, while the rate of annual attacks 

remained static for groups 5 years-old or less.  Figure 14 depicts the 19-year increase in attacks 

by groups over 5 years old. 

 

Figure 14. Group Age 

The most prolific groups conducting attacks of electric infrastructure during the period 

studied were grouping #2 between 6 and 10 years old.  This segment of the population accounted 

for 111 attacks.  It included groups such as al-Shabaab in Somalia, Baloch Liberation Army 

(BLA), Bangsamoro Islamic Freedom Movement (BIFM) in the Philippines, Islamic State of 

Iraq and the Levant (ISIL) in Syria and Iraq, Lashkar-e-Taiba (LeT) in Pakistan, and Runda 

Kumpulan Kecil (RKK) in Thailand.  This grouping was followed by the oldest groups in the 

dataset (45+ years) at 105 attacks.  When combined with category #9 (41–45 years old), the total 

attacks for the older groups was 148.  The oldest groups in the dataset included Basque 

Fatherland and Freedom (ETA) in Spain, Jamaat-E-Islami (Bangladesh), Kachin Independence 
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Army (KIA) in Myanmar, National Liberation Army of Colombia (ELN), Pattani United 

Liberation Organization (PULO) in Thailand, Revolutionary Armed Forces of Colombia 

(FARC), and Shining Path (SL) in Peru. 

4.4.3 Group Size 

The current work supported the synthesis of the literature to identify a terrorist group’s 

size as a potential decision factor (Drake, 1998a; McCormick, 2003; Ackerman et al., 2007; Asal 

& Rethemeyer, 2008).  The size of the terrorist groups that have attacked electric infrastructure 

varied widely from a lone-wolf attack to groups with less than 100 fighters, but it also included 

groups with thousands of members. 

The known attack subset was divided into size ranges that accounted for small groups of 

100 or less and then into 500-member groupings up to 4,000 members.  There was also a 

category for unknown and for all groups that exceeded 4,000 members.  The random samples for 

group size (Group #1 & Group #2) were calculated independently to cross-validate the results.  

The statistical trends for both samples and the entire dataset are illustrated in the line graphs in 

Figure 15.  The trends appear remarkably similar and appear to validate the overall findings. 

 



132 

 

Figure 15. Terrorist Group Size Approximate Number of Members 

The groups with 4,000 or more members accounted for the largest number of attacks on 

electric infrastructure from 2000 through 2018 with 317 attacks.  The numeric breakdown of 

attacks by group size is depicted in Figure 16 below. 
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Figure 16. Terrorist Group Size Total Known Dataset 

The dataset was reorganized into three groupings of small (1-1,000), medium (>1,000-

3,000), and large (>3,000), with the large groups dominating with 65% of the attacks.  This 

distribution is depicted in the graph (Figure 17). 
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When analyzed over time, the small groups (<1,000) averaged only 6.4 attacks per year.  

In contrast, large groups with over 3,000 members averaged 17.8 attacks per year.  The larger 

groups appear to be more likely to attack electric infrastructure.  Table 18 is organized into three 

categories with small (< 1,000), medium (1,001-3,000), and large (> 3,000) terrorist 

organizations, and the annual number of attacks on electric infrastructure for each. 

Annual Attacks of Electric Infrastructure Arranged by Group Size  
Year <1,000 M (1,001 - 3,000) L (>3,000) 
2000 0 0 7 

2001 1 0 8 

2002 0 0 11 

2003 0 0 15 

2004 2 0 3 

2005 1 1 5 

2006 0 0 3 

2007 0 1 5 

2008 9 1 23 

2009 2 0 22 

2010 0 0 14 

2011 1 0 11 

2012 7 0 8 

2013 14 1 11 

2014 10 0 43 

2015 60 5 19 

2016 10 6 32 

2017 5 2 61 

2018 0 6 37 

Mean 6.42 1.21 17.79 

Std Dev 13.70 2.07 15.55 

Table 18. Annual Attacks of Electric Infrastructure Arranged by Group Size 

The number of attacks by large groups (> 3,000) appears to increase in frequency over 

time, while the attacks by small groups remained relatively static, except for 2015 when attacks 

by these groups seemed to peak.  This trend is illustrated in Figure 18. 
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Figure 18. Group Size 

The most substantial proportion of attacks on electric infrastructure was at the upper end 

of the range (scores 8-10/>3,000 members).  There were 338 attacks in this size grouping.  Some 

of the groups represented in this upper end of the spectrum are included in Table 19: 

Terrorist Groups >3,000 Members 
Al-Qaida in the Arabian Peninsula (AQAP) Liberation Tigers of Tamil Eelam (LTTE) 

Al-Shabaab Luhansk People’s Republic 

Barisan Revolusi Nasional (BRN) Mayi Mayi 

Barqa Province of the Islamic State Moro Islamic Liberation Front (MILF) 

Communist Party of India - Maoist (CPI-
Maoist) 

National Council for Defense of Democracy 
(NCDD) 

Communist Party of Nepal - Maoist (CPN-
Maoist-Chand) 

National Democratic Alliance Army (NDAA-
ESSA) 

Donetsk People’s Republic National Liberation Army of Colombia (ELN) 

Free Aceh Movement (GAM) National Union for the Total Independence of 
Angola (UNITA) 

Hamas (Islamic Resistance Movement) New People’s Army (NPA) 

Houthi extremists (Ansar Allah) Palestinian Islamic Jihad (PIJ) 

Islamic State of Iraq and the Levant (ISIL) Revolutionary Armed Forces of Colombia (FARC) 

Kachin Independence Army (KIA) Salafist Group for Preaching and Fighting (GSPC) 

Karen National Union Shan United Revolutionary Army 

Kurdistan Workers’ Party (PKK) Taliban 

Lashkar-e-Taiba (LeT) Tehrik-i-Taliban Pakistan (TTP) 

Table 19. Terrorist Groups >3,000 Members 
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4.4.4 Previous Attacks on Electric Infrastructure 

The literature posited that terrorist groups tend to repeat attacks on similar targets.  

(Drake, 1998a; McCormick, 2003; Ackerman et al., 2007; Hoffman, 2017).  The analysis in the 

current work supports this assertion.   

Each attack in the known dataset was coded to indicate if the attacking group had no 

previous attacks (0), only one previous attack (1), or two or more previous attacks (2) against 

electric infrastructure.  These three groupings were analyzed in two random samples.  The 

random samples for previous attacks on electric infrastructure (Group #1 & Group #2) were 

calculated independently to cross-validate the results.  The statistical trends for both samples are 

illustrated in the graphs in Figure 19.  The trends appear similar and seem to validate the overall 

findings. 

Figure 19. Previous Attacks on Electric Infrastructure – Randomized Groups #1 and #2 

In the analysis of the known attack subset, there were 419 electric infrastructure attacks 

identified from the 521 total that were conducted by groups that had 2 or more previous similar 

attacks.  Groups with no prior history of electric infrastructure attacks committed only 65 attacks 

(13%).  These attacks represent 80% of all the electric infrastructure attacks in the known subset 

(refer to Figure 20).   
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Figure 20. Previous Attacks on Electric Infrastructure Total Dataset 

This finding is not presented to suggest that groups with no history of such attack will 

never choose electric infrastructure targets; however, when considering how to establish 

conditional probabilities, these numbers strongly suggest that terrorist groups with previous 

attacks are likely to conduct future similar attacks.   

Over time, the analysis of attacks revealed that groups with no previous electric 

infrastructure attacks averaged only 3.4 attacks per year, while groups with only one previous 

attack averaged even fewer at 1.95 per year.  In contrast, groups with two or more previous 

electric infrastructure attacks averaged 22 attacks per year.  Table 20 illustrates the three 

categories (no previous, 1 previous, and 2+ previous) for each year of the analysis. 
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Annual Attacks of Electric Infrastructure Arranged by the Number 
of Previous Attacks by Group 

Year No Previous 1 Previous 2+ Previous 
2000 2 0 5 

2001 2 0 7 

2002 0 1 10 

2003 3 1 11 

2004 2 0 4 

2005 5 4 3 

2006 1 0 4 

2007 2 0 5 

2008 4 3 26 

2009 3 1 21 

2010 1 0 14 

2011 2 0 10 

2012 4 5 10 

2013 2 2 23 

2014 9 5 48 

2015 6 5 78 

2016 8 3 38 

2017 6 4 62 

2018 3 3 40 

Mean 3.42 1.95 22.05 

Std Dev 2.41 1.96 21.65 

Table 20. Annual Attacks of EI Arranged by the Number of Previous Attacks by Group 

The groups with two or more previous electric infrastructure attacks represented a higher 

proportion of the annual attacks throughout most years during the period of analysis.  Attacks 

involving these groups trended upward throughout most of the analysis period and illustrated 

significant peaks in 2008, 2015, and 2017.  The frequency of attacks by groups with two or more 

previous attacks increased throughout the analysis period (2000-2018), while groups with either 

no previous attacks or only one remained mostly static throughout the same period.  These trends 

are depicted in Figure 21. 
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Figure 21. Previous Attacks of Electric Infrastructure 

4.4.5 Group Operational Capabilities and Resources 

This research analyzed the role of a group’s operational capabilities and resources related 

to targeting decisions.  Specifically, the question examined here is whether the lack or abundance 

of operational resources has influenced the selection of electric infrastructure as a target.  This 

question was analyzed using the frequency of previous electric infrastructure attacks by groups 

with varying levels of operational resources.  Each electric infrastructure attack in the known 

subset was coded for the group’s operational resources level. 

Coding each group’s operational resources was based on a 1-10 scale, with 1 being the 

lowest possible ranking and 10 being the highest possible ranking.  The rankings were based on a 

subjective assessment and aggregation of the following elements: 

� Annual revenue ($USD) – if known. 
� Sources of revenue 

� Number of members 

� Strength of leadership 
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The rankings were predicated on a wide disparity of monetary resources, including 

annual revenue ranging between tens of thousands of dollars up to over $1 billion per year.  

Similarly, some groups had only a few hundred fighters and poor access to weapons, while other 

groups had thousands of members and access to armored vehicles and guided rockets.  These 

inequalities included differences in local support, patronage, state sponsorship, and access to 

sophisticated technologies.  The assigned numeric value for each group was analyzed against the 

known attack subset to determine the statistical frequency of past attacks.  The coded attacks 

were divided into two random samples and analyzed independently to cross-validate the analysis.  

Figure 22 and Figure 23 reveals similar patterns.   

 

Figure 22. Terrorist Group Resources Totals (Random Group #1) 
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Figure 23. Terrorist Group Resources Totals (Random Group #2) 

The operational resource categories were combined and consolidated into three larger 

groupings (low, medium, and high).  The random samples show similar patterns, although there 

were more groups in sample #2 with unknown resources, which impacted the overall statistics.  

The differences were not enough to invalidate the analysis.  The statistical analysis for both 

samples suggested that groups with the highest operational resources were responsible for a 

disproportionately high number of attacks (refer to Figure 24 and Figure 25). 

 

Figure 24. Terrorist Group Resources Statistics (Random Group #1) 
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Figure 25. Terrorist Group Resources Statistics (Random Group #2) 

When examining the known subset of attacks (521 attacks), there is a large proportion of 

attacks by terrorist groups with high operational resources (182 attacks).  Groups with high 

resources scored (levels 8-10) accounted for 50% of the attacks and were over two times more 

likely to conduct attacks than any other single category.  The number of attacks based on 

resources is illustrated in Figure 26, and the statistical frequencies are depicted in Figure 27. 

 

Figure 26. Group Operational Resources Total Known Dataset 
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Figure 27. Group Operational Resources Total Known Subset 

Groups from all the resource categories showed an increase in the frequency of attacks 

against electric infrastructure over this research period.  The trendline suggests a steeper increase 

over time for the high category than the others.  This trend is illustrated in Figure 28. 
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Figure 28. Operational Resources 

When analyzing the data over time, the groups in the high category averaged 13.7 attacks 

per year, which was more than the other two categories combined (refer to Table 21). 
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Annual Attacks of Electric Infrastructure Arranged by Group Resources 
Year Low Medium High 
2000 0 0 7 

2001 2 1 6 

2002 1 0 10 

2003 1 0 13 

2004 2 2 1 

2005 1 3 3 

2006 0 2 1 

2007 0 0 6 

2008 7 5 20 

2009 2 2 21 

2010 0 1 13 

2011 0 0 11 

2012 5 1 7 

2013 2 10 10 

2014 6 3 41 

2015 40 21 18 

2016 3 11 28 

2017 39 10 19 

2018 11 6 26 

Mean  6.42 4.11 13.74 
STDev 12.01 5.46 10.33 

Table 21. Annual Attacks of Electric Infrastructure Arranged by Group Resources 

4.5 Hypothesis Testing and Statistical Significance 

H1:  Physical attacks of electric infrastructure are more likely to have been conducted by 
ethno-nationalist/separatist terrorist groups than any of the other ideological 
groups. 

The terrorist groups with the highest frequency of attacks against electric infrastructure in 

this research were the religious, ethno-nationalist, and left-wing groups.  To test the hypothesis 

that the ethno-nationalist groups are more likely to have attacked electric infrastructure targets, t-

tests were conducted comparing the attack statistics of the ethno-nationalist groups to each of the 

other two groups.  The t-test results indicate a statistically significant difference between the 
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ethno-nationalist groups and the left-wing groups (see Table 23); however, the t-test results did 

not indicate a significant statistical difference between the ethno-nationalist groups and the 

religious groups (see Table 22).  Based on the t-tests illustrated in Table 22 and Table 23, there is 

insufficient evidence to reject the null hypothesis (H0).  Therefore, this hypothesis (H1) is not 

supported.  There is no statistically significant difference between electric infrastructure attacks 

conducted by ethno-nationalist groups and both of the other groups responsible for the highest 

level of attacks (e.g., religious and left-wing terrorist groups). 

t-Test: Two-Sample Assuming Unequal Variances 
H1 - Ethno-Nationalist vs. Religious E/N R 

Mean 9.47 7.47 

Variance 225.15 116.81 

Observations 19 19 

Hypothesized Mean Difference 0  
df 18  
t Stat 1.67  
P(T<=t) one-tail 0.051  
t Critical one-tail 1.69  
P(T<=t) two-tail 0.110  

t Critical two-tail 2.03  
E/N = Ethno-Nationalist Groups   

R = Religious Groups   

Table 22. H1 – Ethno-Nationalist vs. Religious t-Test 
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t-Test: Two-Sample Assuming Unequal Variances 
H1 – Ethno-Nationalist vs. Left-Wing E/N LW 

Mean 9.47 7.31 

Variance 225.15 15.78 

Observations 19 19 

Hypothesized Mean Difference 0  
df 18  
t Stat 2.21  
P(T<=t) one-tail 0.024  
t Critical one-tail 1.72  
P(T<=t) two-tail 0.048  

t Critical two-tail 2.08   

E/N = Ethno-Nationalist Groups   

LW = Left-Wing Groups   

Table 23. H1 – Ethno-Nationalist vs. Left-Wing t-Test 

The t-test was repeated by combining the attack statistics of the ethno-nationalist groups 

with the statistics of the combination of ethno-nationalist/religious groups into one hybrid 

category.  The t-test compared statistics of this hybrid category with the religious groups and 

demonstrated statistical differences (see Table 25).  This finding supported an alternative 

hypothesis that the terrorist groups in the hybrid category are more likely to attack electric 

infrastructure than any other group. 
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t-Test: Two-Sample Assuming Unequal Variances 
H1 – Hybrid vs. Religious E/N + Combo R 

Mean 12.31 7.47 

Variance 309.34 116.82 

Observations 19 19 

Hypothesized Mean Difference 0  
df 18  
t Stat 3.85  
P(T<=t) one-tail 0.0005  
t Critical one-tail 1.69  
P(T<=t) two-tail 0.001  

t Critical two-tail 2.04  

E/N + Combo = Ethno-Nationalist/Religious Hybrid Category 

R = Religious Groups   

Table 24. H1 – Hybrid vs. Religious t-Test 

H2:  Physical attacks of electric infrastructure are more likely to be conducted by 
terrorist groups that have been in existence for more than five years. 

The terrorist groups with the highest frequency of electric infrastructure attacks in this 

research were groups that had been in existence for more than five years. Based on the t-tests 

depicted in Table 25, there is sufficient evidence to reject the null hypothesis (H0).  Therefore, 

the hypothesis (H2) is supported.   

t-Test: Two-Sample Assuming Unequal Variances 
H2 – >5 Years vs. <=5 Years >5 Years <=5 Years 

Mean 23.84 2.95 

Variance 494.81 11.27 

Observations 19 19 

Hypothesized Mean Difference 0  

df 18  

t Stat 4.05  
P(T<=t) one-tail 0.0003  
t Critical one-tail 1.73  

P(T<=t) two-tail 0.0006  

t Critical two-tail 2.09   

Table 25. H2 – >5 Years vs. <=5 Years t-Test 
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H3:  Physical attacks of electric infrastructure are more likely to be conducted by 
terrorist groups with more than 3,000 members. 

The terrorist groups with the highest statistical frequency of electric infrastructure attacks 

in this research were groups with more than 3,000 active members at the time of the attacks.  The 

t-tests, depicted in Table 26, demonstrates sufficient evidence to reject the null hypothesis (H0).  

Therefore, the hypothesis (H3) is supported.   

t-Test: Two-Sample Assuming Unequal Variances 
H3 – >3,000 vs. 1-3,000 >3,000 1-3,000 

Mean 17.79 7.63 

Variance 241.84 219.36 

Observations 19 19 

Hypothesized Mean Difference 0  
df 18  
t Stat 2.06  
P(T<=t) one-tail 0.023  
t Critical one-tail 1.69  
P(T<=t) two-tail 0.046  

t Critical two-tail 2.03   

Table 26. H3 – >3,000 vs. 1-3,000 t-Test 

H4:  Physical attacks of electric infrastructure are more likely to be conducted by 
terrorist groups that have 2 or more previous attacks against similar targets. 

The literature strongly suggested that terrorist groups tend to repeat attacks on similar 

targets (Drake, 1998a; McCormick, 2003; Ackerman et al., 2007; Hoffman, 2017).  The research 

in this work seemed to support that idea.  The terrorist groups with the highest statistical 

frequency of electric infrastructure attacks in this research were groups with 2 or more previous 

attacks on electric utilities.  The t-tests, depicted in Table 27, establish sufficient evidence to 

reject the null hypothesis (H0).  Therefore, the hypothesis (H4) is supported.   
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t-Test: Two-Sample Assuming Unequal Variances 
H4 – 2+ Previous vs. <2 Previous Attacks 2+ Previous <2 Previous 

Mean 22.05 5.37 

Variance 468.83 17.13 

Observations 19 19 

Hypothesized Mean Difference 0  
df 18  
t Stat 3.29  
P(T<=t) one-tail 0.001  
t Critical one-tail 1.73  
P(T<=t) two-tail 0.003  

t Critical two-tail 2.09   

Table 27. H4 – 2+ Previous vs. <2 Previous Attacks t-Test 

H5:  Physical attacks of electric infrastructure are more frequently conducted by 
terrorist groups with greater operational resources (e.g., a combination of revenue, 
access to sophisticated weapons, use of technology, state or patron support, and 
popular local support). 

The terrorist groups with the highest statistical frequency of electric infrastructure attacks 

in this research were the groups with the highest level of operational resources.  To test the 

hypothesis that groups with operational resources characterized in this work as high were more 

likely to have attacked electric infrastructure targets than the other two categories, t-tests were 

conducted (refer to Table 28 and Table 29).  The t-test results indicate a statistically significant 

difference between the groups with a high level of resources compared to those with a low level 

of resources (see Table 28).  Similarly, the t-test results also established a significant statistical 

difference between the groups with a high level of resources compared to those with a medium 

level of resources (see Table 29).  Based on the t-test results illustrated in Table 28 and Table 29, 

there is sufficient evidence to reject the null hypothesis (H0).  Therefore, this hypothesis (H5) is 

supported.   
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t-Test: Two-Sample Assuming Unequal Variances 
H5 – High vs. Low Resources High Low 

Mean 13.74 6.42 

Variance 106.76 144.26 

Observations 19 19 

Hypothesized Mean Difference 0  
df 18  

t Stat 2.13  
P(T<=t) one-tail 0.024  
t Critical one-tail 1.69  
P(T<=t) two-tail 0.048  

t Critical two-tail 2.03   

Table 28. H5 – High vs. Low Resources t-Test 

 
t-Test: Two-Sample Assuming Unequal Variances 

H5 – High vs. Medium Resources High Medium 
Mean 13.73 4.11 

Variance 106.76 29.77 

Observations 19 19 

Hypothesized Mean Difference 0  
df 18  
t Stat 3.59  
P(T<=t) one-tail 0.0006  
t Critical one-tail 1.70  
P(T<=t) two-tail 0.001  

t Critical two-tail 2.05   

Table 29. H5 – High vs. Medium Resources t-Test 

4.6 Bayesian Analysis – Probabilistic Tool 

In response to Research Question #4 and the findings in this work, the following 

Bayesian method/probabilistic tool is presented in this section.  This method is presented here to 

quantify and calculate the estimated probability that a particular threat-actor will choose electric 

infrastructure as a target for attack.  Prior and conditional probabilities were established using the 

frequency of past attacks for the 19 years from the beginning of 2000 through the end of 2018, as 

presented in the findings in this chapter.  A simple form of Bayesian analysis was developed to 
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accomplish this task (Stone, 2013).  This analysis was done in layers, starting with the 

establishment of a prior probability.  This prior value used the statistical frequency of past 

electric infrastructure attacks to establish the initial likelihood.  This initial estimate of likelihood 

was updated with a conditional probability using the statistical frequency of electric 

infrastructure for attacks for each decision factor.   

When considering the overall probability of an attack targeting electric infrastructure, one 

should consider the nature of the interaction of individual factors (e.g., ideology, groups age, 

size, resources, and previous similar attacks) as it contributes to the overall decision.  The 

selection of a target for an attack involves a complex interaction of many components (decision 

factors).  This series of interactions has been quantified in this section as the statistical frequency 

of previous attacks based upon each factor. 

The research in this work led to the development of a unique tool for such a probabilistic 

analysis using Microsoft Excel—Bayesian Network.  The use of the tool began by establishing a 

prior probability that any group will select electric infrastructure as the desired target for attack.  

This prior probability was based on the statistical frequency of historical attacks.  The tool also 

required a value for the conditional probability estimate based on the percentage of previous 

attacks given that a particular factor (variable).  

An example of a conditional estimate would question how many electric infrastructure 

attacks occurred (2000-2018), given that the attacking group was of ethno-nationalist ideology.  

This is expressed as P(ID|S/EI) or the probability of the identified ideology (in this case, ethno-

nationalist) given that electric infrastructure is attacked.  This is the conditional probability 

statement.  The conditional probability value was multiplied by the prior probability to produce a 

joint probability.  The same calculation was performed to estimate the joint probability that an 
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ethno-nationalist group will select any target other than electric infrastructure.  These joint 

probabilities were added together to produce the sum of joint probabilities.  The final calculation 

step of this iteration of the analysis was to divide the joint probability of an electric infrastructure 

attack and an ethno-nationalist group by the sum of the joint probabilities.  This calculation 

produced a posterior value, which was the updated estimate of the probability for the factor 

under consideration.  This process was repeated for the next decision factor (variable) using the 

posterior value from the prior level of analysis as the new prior value (Kelly & Smith, 2011; 

Stone, 2013). 

A statistical analysis of the START-GTD attack data from 1970-2018 was performed to 

determine a prior value for overall electric infrastructure attacks.  The mean for the entire dataset 

(1970-2018) was established at 0.024.  The pre-2000 data (1970-1999) had a higher mean of 

0.033, and the 2000-2018 data was calculated at 0.0096.  These values were established as the 

mid-point, upper bound, and lower bound for establishing a prior value.  The decision of which 

value to use as a prior will vary according to the analyst’s expertise about the group under 

consideration.  The research simulation in this work was based upon 0.02 as the prior probability 

estimate.  Although this was a subjective estimate, it was informed by the statistical analysis of 

the data.  The estimates for conditional probability were based upon the statistical frequency of 

attacks as presented in the findings of this work and are depicted in Table 30: 
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Conditional Probability Estimates 

Ideology Value Age Value Size Value Resources Value Previous 
Attacks Value 

Ethno-Nationalist/ 
Religious Hybrid 0.45 0-15 0.46 

Small 
0-1000 0.24 Low 0.23 No previous 0.13 

Religious/Jihadi 0.27 16-35 0.16 

Medium 
>1,000 
– 3,000 0.04 Medium 0.15 1 Previous 0.07 

Left-Wing/Marxist 0.27 35+ 0.36 
Large 
>3,000 0.65 High 0.5 2+ Previous 0.8 

Right-Wing 0.003           

Environmental/ 
Single Issue 0.007                 

Table 30. Conditional Probability Estimates 

4.6.1 Analysis Simulation 

The Microsoft Excel tool was used to simulate a probabilistic analysis of a hypothetical 

example terrorist group, using the prior probability of 0.02 and the conditional probabilities from 

Table 30.  In the example depicted in Figure 29 and Figure 30, the analysis involved a group 

with an ethno-nationalist ideology that was 10 years old, with 3,500 members, and a high 

operational resource level.  The group had four previous attacks on electric infrastructure.  All 

the previous attacks occurred within the past 12 months, and several electric substations were 

targeted. 

One such substation was among the targets in previous attacks by the group.  The five 

levels of analysis were based upon quantified values researched from the START-GTD data.  

The conditional probability values were established from the frequency of previous attacks on 

electric infrastructure targets. 
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In the first three levels of conditional analysis (Figure 29) for the ethno-nationalist group 

simulation, the prior probability, conditional probability, and joint probabilities were used to 

calculate posterior values, illustrated in the far-right column in the red boxes.  After considering 

the ideology, age, and size of the group, the posterior value is 0.0257. 

 

Figure 29. Bayesian Conditional Probability Threat Model – Analysis Levels 1-3 

Once the group’s operational resources and the number of previous attacks on electric 

infrastructure were factored into the analysis in the fourth and fifth levels (Figure 30), the 

posterior value was calculated to be 0.0956. 

 

Figure 30. Bayesian Conditional Probability Threat Model – Analysis Levels 4-5 
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Since intelligence analysts have the option of including other decision factors into the 

analysis, based upon their expertise and subjective knowledge of the group under consideration, 

this probabilistic analysis could include those additional levels. 

4.7 Summary 

Upon reviewing the findings in this chapter, the analysis revealed a group of 

organizational and environmental influences disproportionately associated with the frequency of 

electric infrastructure attacks by terrorist groups.  The ideology, age, size, and resources of a 

terrorist group seemed to play a role in selecting electric infrastructure as a legitimate target.  

Further to this point, the terrorist groups that chose these targets on multiple past occasions were 

more likely to repeat such attacks. 

Ethno-nationalist, religious, and left-wing groups collectively accounted for 88% of the 

attacks in the study.  That figure jumps to over 98% when the ethno-nationalists are consolidated 

with the ethno-nationalist/religious combination groups.  The right-wing, environmentalist, and 

single-issue groups accounted for a little more than 1% of the attacks.  These top three 

ideological groups breakout with 180 (35% or 9.5 attacks per year) attacks by ethno-

nationalist/separatist groups, 142 (27% or 7.5 attacks per year) attacks by religious groups 

(Islamist/Jihadi), and 139 (27% of 7.5 attacks per year) attacks by left-wing groups 

(Marxist/Maoist).  When consolidating the ethno-nationalist groups with the combo/hybrid 

(ethno-nationalist/religious) groups, there were 234 total attacks in the study, which accounted 

for 45% or 12.3 attacks per year. 

The age of the terrorist groups in this study seemed to correspond to the frequency of 

electric infrastructure attacks.  In general, the frequency of attacks increased with older groups, 

with 87% of attacks conducted by all groups with over five years in existence and 65% by 



157 
 

groups of more than ten years old.  The 46 terrorist groups in the study with more than five years 

in existence accounted for 23.8 attacks per year (453 total attacks) or eight times the number of 

attacks conducted by groups that had been in existence for five years or less. 

The 32 large terrorist groups, defined in this study as any group with more than 3,000 

active members, accounted for 65% of all attacks against electric infrastructure.  These larger 

groups averaged 17.8 attacks per year for 338 attacks, which is more than twice the number of 

attacks conducted by groups with 3,000 members or less. 

The terrorist groups with a high level of operational resources, as defined in this study, 

accounted for over half the attacks.  The 19 terrorist groups that landed in this category 

accounted for 261 attacks or 13.7 per year, twice the number of attacks conducted by small-sized 

groups and three times the number of attacks by medium-sized groups. 

The single-most prevalent factor associated with the highest frequency of electric 

infrastructure attacks was the identification of previous attacks on similar targets.  This 

propensity to return to similar targets was demonstrated in the findings.  The 35 terrorist groups 

with 2 or more previous electric infrastructure attacks accounted for more than 80% of the 

attacks in the study.  The terrorist groups that fell into this 2-or-more category accounted for 419 

attacks or approximately 22 attacks per year.  The findings revealed that these terrorist groups 

with 2 or more previous attacks were 11 times more likely to conduct similar attacks than groups 

with only 1 prior attack. 

The findings in this research suggest older and larger terrorist groups with higher levels 

of operational resources that have attacked these targets before, as the most prolific actors 

targeting electric infrastructure.  When filtering the data for all four of these factors, the analysis 

established that terrorist groups over five years in existence, with over 3,000 members, having a 
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high range of operational resources, and with 2 or more previous attacks included 12 different 

groups and accounted for 230 of the 521 attacks—44%. 
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Chapter 5: Discussion 

5.1 Introduction 

Chapter 5 incorporates the data analysis results with a broader discussion of the 

implications for assessing the threat of future attacks.  This chapter also discusses each of the 

five research questions presented in Chapter 1 of this work.  The discussion of R5 includes a 

simulation of a probabilistic analysis using a tool developed in Microsoft Excel.    

The limitations of the research in this work are also explored.  These limitations are 

presented to be transparent about possible flaws and biases in the model.  The efforts to mitigate 

these limitations are discussed as a counterpoint.  The chapter concludes with a discussion of 

possible future research and the implication for the practice.    

5.2 Discussion of Research Questions 

Research Question #1:   How serious is the threat of a physical attack on the U.S. electric 
power grid by a sub-state threat-actor? 

 
This research question (R1) was presented to address the abundance of reports that 

postulate a severe or, in some cases, an imminent threat of attacks on the U.S. electric power 

grid.  Scant empirical evidence has been offered to support this assertion.  This section answers 

the research question by interpreting statistics on the frequency of attacks from 2000 through 

2018 (19 years).  The statistical analysis discussed in this section is based on the findings in 

Chapter 4. 

In many respects, the analysis in this work supports the conclusion that the threat of 

electric infrastructure attacks is significant.  This conclusion is supported by the steady 19-year 

increase in the frequency of such attacks.  This steady rise in terrorist attacks against electric 

infrastructure over the 19 years was punctuated by a 244% increase in 2008, followed by a sharp 

increase over the next seven years.  At its peak in 2016, electric infrastructure attacks had 
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increased by 2,512% compared to attacks in 2000.  The increase in attacks over the 19 years can 

be characterized as substantial. 

Similarly, attacks of energy infrastructure in general (gas, oil & electricity collectively) 

peaked in 2014 but followed a similar trend.  The number of both energy and electric 

infrastructure specific attacks declined in 2017 and 2018, yet even after the 2016 peak, the 

number of attacks remained well above the millennium’s early years. 

Terrorist attacks by all groups against all targets during the same period followed a 

parallel trend, rising sharply between 2005 and 2014 before leveling.  There were 426% more 

terrorist attacks in 2018 than in 2000.  The argument that there is a serious threat of electric 

infrastructure attacks seems to be weakened by this similarity.  The logical question is whether 

the increase in electric infrastructure attacks is a function of the overall increase in attacks 

against all targets.  The ratio of infrastructure attacks to overall attacks has remained relatively 

constant at 2% or less.   

Research Question #2:  What are the relevant organizational and environmental decision 
factors that influence the selection of electric infrastructure as an 
attack target by a sub-state terrorist group? 

 
The meta-analysis scoring matrix in Chapter 4 provides a list of decision influences to be 

considered when assessing the threat of electric infrastructure attacks.  The identified factors 

support the notion that organizational, environmental, and target characteristics can predict 

decisions and target attractiveness.  The analysis in this work strengthens a belief that a terrorist 

group’s stated interest in a particular target and the security level at that target could be strong 

predictors of attacks, but more work is needed to quantify these factors.  Similarly, the 

geographic distance to the target and the group’s strategic goals also influence target selection, 
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but this research failed to quantify those aspects.  More work is needed to explore these aspects 

of terrorist group decisions relative to electric infrastructure targets. 

This work did produce quantified values for the likelihood of electric infrastructure 

attacks based upon a terrorist group’s primary ideology, age, size, operational resources, and 

previous attacks of similar targets.   

Research Question #3:   How can a set of decision factors be quantified? 
 

The decision factors can be quantified by calculating the statistical frequency of physical 

electric infrastructure attacks by each factor.  In this work, those values were established by 

coding the known attack dataset with each decision factor such as the age or size of a terrorist 

group and calculating the frequency of past attacks where each of these factors was present.  This 

calculation was used later in the analysis to establish a potential value for conditional probability 

and understand statistical trends in the data.  For instances where a decision factor could not be 

coded into the data, and the statistical frequency of past attacks could not be precisely calculated, 

an estimate of subjective belief could be used to establish conditional probability.   

The baseline probability or prior value is an estimate of the likelihood that a particular 

terrorist group will select a particular target, such as electric infrastructure, over other choices.  

This value can be calculated using the statistical frequency of past attacks against that particular 

target.  Like the conditional probability value, the prior value can also be estimated based on a 

subjective belief when statistics are not available. 

Research Question #4:  What is the likelihood that a particular threat-actor will choose 
electric infrastructure as a target for attack? 

 
In response to Research Question #4, this work presented a method to quantify and 

calculate the estimated probability that a particular threat-actor will choose electric infrastructure 
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as a target for attack.  Prior and conditional probabilities were established using the frequency of 

past attacks for the 19 years from the beginning of 2000 through the end of 2018.   

In the findings of this work, the Bayesian probabilistic tool provided a method to quantify 

estimated values, reduce uncertainty, and assess the threat from any groups against any target as 

long as the underlying statistical research is performed to establish prior probabilities and 

conditional probabilities.  That said, in the absence of statistical frequency of previous attacks, 

these values can also be established through the elicitation of intelligence experts that have been 

well-calibrated to estimate probabilities.  Experts will be well-calibrated when they can estimate 

probability ranges where they have at least 90% confidence that the actual probability for each 

factor falls within their stated range (Vogt, 2005; Hubbard & Seiersen, 2016). 

Whether using the statistical frequency of past attacks, expert elicitation with a 90% 

confidence interval, or a combination of both techniques for establishing prior and conditional 

probabilities, the tool can be useful for establishing threat. 

The same analysis can also be performed to examine the threat from other perspectives.  

For example, the analysis can predict the estimated timing of attacks or the likely tactics to be 

employed by the group(s) under consideration.  The foundational statistics must be researched 

and established to identify the group’s tendencies for when to conduct attacks or which tactics to 

employ.  Once these steps are completed, the statistical frequencies can be combined with expert 

estimates to use the tool. 

5.3 Interpretation and Discussion of Statistical Findings 

The statistical findings in this work suggest patterns concerning the proportion of 

previous electric infrastructure attacks based on the responsible terrorist group’s decision factors.  

The analysis of the data specifically related to the age, size, and operational resources of a 
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terrorist organization revealed discernible statistical tendencies.  Similar observations were made 

when examining the number of repeat attacks on electric infrastructure targets by individual 

groups. 

The age of the terrorist groups in the analysis was a salient factor in most attacks listed in 

the known dataset.  This determination was based upon a calculation of the years from a group’s 

founding to the period when the group conducted electric infrastructure attacks.  There were 453 

attacks (accounting for 87% of the total) conducted by 46 different groups that were more than 

five years old.  Even the 35 different groups that were over ten years old still accounted for over 

65% of attacks.  The statistics suggest that terrorist groups that have been in existence for over 

five years are more likely to conduct physical attacks on electric infrastructure targets. 

A correlation between the size of the groups and the number of electric infrastructure 

attacks was also observed.  Larger groups (> 3,000 members) comprised a significant proportion 

of attacks and accounted for more attacks than the smaller groups (<= 3,000 members).  Terrorist 

groups with more than 500 members conducted 393 attacks (75%), groups with over 1,500 

members conducted 357 attacks (68%), and even groups with a membership of over 3,000 

accounted for 338 attacks (65%).  The statistics suggest that larger terrorist groups are more 

likely to conduct physical attacks against electric infrastructure targets. 

The data suggests that terrorist groups with greater operational resources accounted for a 

larger share of the attacks against electric infrastructure.  The larger groups are defined as those 

with greater overall wealth levels, annual revenue, rich sources of revenue, the strength of 

membership, quality of leadership, access to sophisticated weapons, popular support, patronage, 

and access to technology.  The terrorist organizations in the analysis were grouped using these 

criteria, and the three largest groupings were combined to comprise the “high” category.  This 
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category included 19 terrorist organizations responsible for 261 electric infrastructure attacks 

(>50%). 

To better understand what the research revealed regarding operational resources, consider 

the groups at the upper end of the spectrum, which earned between $25 million and $1 billion per 

year (Zehorai, 2014 & 2018; Jane’s World Insurgency & Terrorism, 2019).  Many of these same 

groups also relied on state sponsors and had significantly more access to sophisticated weapons 

(Jane’s World Insurgency & Terrorism, 2019).  Human capital was also considered as a 

contributor to operational resources.  Group membership ranged from a few hundred fighters in 

the case of the Bangsamoro Islamic Freedom Movement (BIFM) to over 10,000 fighters with 

groups such as the Islamic State in Syria and Donetsk People’s Republic in the Ukraine (Jane’s 

World Insurgency & Terrorism, 2019).  In the case of the Donetsk People’s Republic, they are a 

Russian state-sponsored group fighting in the Ukraine with approximately $500 million in annual 

revenue and access to armored vehicles and other sophisticated weapons (Holcomb, 2017; Jane’s 

World Insurgency & Terrorism, 2019).  Many of the terrorist groups at the low end of the 

spectrum relied on improvised explosives, formed minimal alliances with neighboring groups, 

made little use of technology, and primarily used small arms to launch small-scale attacks.  

Groups receiving an overall score on the high end of the range (score 8-10) included al-Qaeda, 

al-Shabaab, Donetsk People’s Republic, Hamas, the Islamic State, Kurdistan Workers’ Party 

(PKK), Lashkar-e-Taiba (LeT), National Liberation Army of Colombia (ELN), National Union 

for the Total Independence of Angola (UNITA), Moro Islamic Liberation Front (MILF), Tamil 

Tigers (LTTE), Revolutionary Armed Forces of Colombia (FARC), the Taliban, Tehrik-i-

Taliban Pakistan (TTP), and Luhansk People’s Republic.  These groups were among the most 

frequent to attack electric infrastructure. 
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Another factor that emerged from the data analysis was the frequency of electric 

infrastructure attacks relative to the number of previous attacks against similar targets.  Groups 

with two or more previous attacks on electric utility targets were overwhelmingly more likely to 

return to these types of targets.  The data revealed that groups with two or more previous attacks 

repeated electric infrastructure attacks at a rate 11 times more than groups with only one prior 

attack.  These repeat attacks represent 419 of the 521-attack sample (> 80%).  Thirty-five 

different terrorist groups conducted these attacks.  These statistics suggest that terrorist groups 

with two or more previous electric infrastructure attacks are more likely to repeat physical 

attacks on similar targets.  This high percentage of overall attacks is not presented here to 

suggest that groups with no history of such attacks will never choose electric infrastructure 

targets.  In 65 of 521 instances, the groups had no prior attacks on electric infrastructure.   

This research establishes that older and larger terrorist groups with greater operational 

resources and prior attacks on these targets are the most prolific actors targeting electric 

infrastructure.  When filtering the data for all four factors, the analysis establishes that terrorist 

groups over five years in existence, with over 3,000 members, a high range of operational 

resources, and two or more previous attacks, included 12 different groups and accounted for 230 

of 521 attacks—44%.  These attacks occurred in Afghanistan, Angola, Colombia, India, Iraq, 

Kenya, Namibia, Pakistan, Philippines, Somalia, Sri Lanka, Syria, and Turkey.  The terrorist 

organizations that emerged in this part of the analysis included al-Shabaab, the Communist Party 

of India (Maoist), Islamic State of Iraq and the Levant (ISIL), Kurdistan Workers’ Party (PKK), 

Liberation Tigers of Tamil Eelam (LTTE), Moro Islamic Liberation Front (MILF), National 

Liberation Army of Colombia (ELN), National Union for the Total Independence of Angola 
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(UNITA), Revolutionary Armed Forces of Colombia (FARC), Tehrik-i-Taliban Pakistan (TTP), 

and the Taliban.   

The analysis suggests that intelligence analysts should give terrorist groups that score 

high in most or all the categories mentioned above greater scrutiny.  The statistical values have 

been demonstrated in this work to form the basis for probabilistic analysis to assess and quantify 

threats more precisely.  Whether these factors offer a predictive dimension is debatable, but the 

statistical values of previous attacks based upon these factors are a reasonable starting point for 

establishing a conditional probability.  

5.3.1 Ideological Trend Analysis  

The statistical analysis effectuated in this work exposed patterns regarding terrorist 

groups from various ideological backgrounds and their propensity to select electric infrastructure 

as a legitimate target for attack.  Ideology was an important factor to consider, and one of the 

most well-documented decision influences studied in the literature.  This decision factor was 

consistently examined and empirically supported in several studies (Drake, 1998a & 1998b; Post 

et al., 2002a; McCormick, 2003; Victoroff, 2005; Ackerman et al., 2007; Asal & Rethemeyer, 

2008; Toft et al., 2010; Ahmed, 2018b).  Therefore, the analysis in this work identified the 

groups responsible for the attacks and divided them into ideological categories including 

religious, ethno-nationalist, left-wing, right-wing, environmental/single-issue, and a combination 

(hybrid) of ethno-nationalist and religious.   

The analysis revealed 180 (35%) attacks against electric infrastructure targets by ethno-

nationalist/separatist groups, 142 (27%) attacks by religious groups (Islamist/Jihadi), 139 (27%) 

attacks by left-wing (Marxist/Maoist), 54 (10%) attacks by combination ethno-

nationalist/religious groups, 4 (0.7%) attacks by environmental/single-issue groups, and 2 (0.3%) 
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attacks by right-wing groups.  When combining the ethno-nationalist groups with the 

combo/hybrid (ethno-nationalist/religious) groups, there were 234 (45%) attacks.  There are 

many ideological similarities between the ethno-nationalists and these hybrid groups, so 

combining them into one category is appropriate for analyzing the data.  

5.3.2 Shared characteristics 

While the largest ideological category responsible for electric infrastructure attacks 

involved the ethno-nationalist/separatist groups, it is useful to look beyond ideological 

differences and consider some shared characteristics of various ideologies.  During this research, 

an interesting trend emerged from the data concerning the shared characteristics of groups that 

cut across ideological categories.  Terrorist groups with similar group characteristics from 

different ideologies seemed to attack electric infrastructure with the highest frequency.  These 

shared characteristics included groups that seized and held geographic territory.  Many of these 

groups also set up alternative forms of government structure and provided social services to the 

populations under their control.  In a sense, the groups responsible for the largest number of 

electric infrastructure attacks shared many of these characteristics, regardless of how the 

literature classified their ideology. 

The ethno-nationalist groups with the most electric infrastructure attacks were the 

Barisan Revolusi Nasional (BRN) in Thailand with 45 attacks and the Baloch Republican Army 

(BRA) in Pakistan with 25 attacks.  Both of these groups seized and held territory to establish a 

homeland for the people of their ethnic heritage.  In the case of the Barisan Revolusi Nasional, 

the Pattani region of southern Thailand is their focus, while the Baloch Republican Army 

occupies portions of the Balochistan region of Pakistan.  Both groups have set up quasi-

governmental structures and provided social services to the local populations.  These 
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characteristics are common for separatist groups seeking independence.  The Barisan Revolusi 

Nasional and Baloch Republican Army have also developed an effective strategy of discrediting 

the established governments in their areas of operation by attacking electric power infrastructure.   

The terrorist group in the hybrid religious-separatist combination category with the most 

electric infrastructure attacks was the Bangsamoro Islamic Freedom Movement (BIFM) with 22 

attacks.  This group’s ideology is heavily influenced by their Muslim religious identity, and they 

could easily be classified as an Islamist group.  Jane’s World Insurgency & Terrorism (2019) 

classifies BIFM as both religious and separatist.  Like the ethno-nationalist groups, BIFM also 

holds territory and provides services for local populations.  Several Moro cultural groups in the 

Philippine Islands can be included in this description, and they also frequently attack electric 

infrastructure.    

The dominant religious group responsible for electric infrastructure attacks is the Islamic 

State (ISIS), with 74 attacks.  ISIS is distinctive from many other Islamist groups in that they 

seized vast territory in Iraq, setup quasi-governmental structures, and provided an array of social 

services to local Sunni populations.  The al-Qaeda groups in Yemen and Algeria represent a 

more traditional Muslim terrorist group model and accounted for only six attacks.  Despite public 

statements by al-Qaeda and the strategic logic of attacking energy infrastructure, there have been 

few attacks (Toft, Duero & Bieliauskas, 2010). 

The left-wing group with the most electric infrastructure attacks was the Revolutionary 

Armed Forces of Colombia (FARC) with 81 attacks.  The territorial gains and quasi-government 

nature of this group support the cross-ideological similarities of groups prone to attacking 

electric infrastructure (Jane’s World Insurgency & Terrorism, 2019; CISAC, 2019).  The Council 

on Hemispheric Affairs (2010) posited that “in many parts of Colombia, most notably the areas 
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near the Amazon, the FARC almost functions as the government” (para. 21).  This suggests that 

left-wing groups can also share characteristics with ethno-nationalist and separatist groups.  

These characteristics seem to be recurrent with many of the groups that attack electric 

infrastructure with greater frequency. 

This phenomenon has implications when assessing the potential threat of domestic 

groups.  For example, the neo-Nazi group Atomwaffen Division has been operating in the United 

States for nearly five years, and they have expressed intentions to attack the power grid 

(Thompson, Winston & Hanrahan, 2018; Campbell, 2020).  Despite their public statements, 

Atomwaffen Division has none of the ideological or organizational characteristics that suggest 

they would perform such attacks.  They do not seem to have the operational resources to conduct 

attacks, which would result in a high impact to the power grid.  Atomwaffen Division has not yet 

attempted an attack against electric infrastructure.  Considering their stated interest in the electric 

grid as a legitimate target, it is logical to assess the threat of such an attack.  The threat could 

increase as the group matures and grows in both size and resources.  Using the model from this 

research could serve to quantify this threat. 

5.4 Limitations and Recommendations for Future Research 

It is important to acknowledge the limitations of this study so that the findings can be put 

into perspective.  While several of the findings in this study will serve to expand the academic 

literature on threat assessment and inform the practice of critical infrastructure protection, the 

work is not without its faults.  In some cases, these limitations call for critical interpretation of 

the findings, and in other cases, they serve to highlight the need for future research.  Some of 

these issues will be delineated in this section. 
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5.4.1 Limitations of Using Global Attack Data 

During the groundwork immediately preceding this research, an anecdotal analysis was 

conducted on domestic electric infrastructure attacks in the United States.  Open source and news 

media data were examined to create a list of domestic attacks of electric infrastructure and utility 

assets.  This list revealed a relatively small number of domestic attacks, most of which were not 

attributed to any specific group or individual.  The limited number of attacks where perpetrators 

were identified revealed a broad and inconsistent range of attackers.  Considering the lack of 

domestic data, this work examined international attacks against electric infrastructure.  The 

available data on international attacks presented an opportunity to analyze a statistically 

significant collection of information.  The use of the START-GTD database was also 

problematic because the data is limited to attacks by terrorist groups as defined by START 

researchers.  The database, of course, excludes attacks by other criminal and non-state actors.  

Again, START-GTD is a rich source of reliable data, so the limitations were an acceptable risk 

to approach the questions in this work. 

The present research assumed that an analysis of global attacks was valuable to 

understanding the domestic threat from similar groups.  This assumption is complicated by the 

vast diversity of political, cultural, and security environments in the various locations where 

these attacks occurred.  This work sought to mitigate this limitation by spreading the analysis 

over a vast geopolitical milieu that encompassed data from 38 different countries in 10 different 

regions of the world.  This included conflict zones, failing states, and totalitarian regimes, unlike 

the United States, but it also included democracies and other stable government examples.  

Hopefully, the size of the dataset, the vast geographic territory it encompassed, and the diversity 

of environments served to address these limitations.  
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5.4.2  Analysis of Terrorist Groups as a Proxy for Sub-State Actors  

Because of the immediate availability of terrorist group attack data, this research 

examined terrorist attacks as a proxy for other sub-state actors capable of executing similar 

attacks.  Although the literature made some logical connections between terrorist groups, 

traditional criminal actors, and lone political actors concerning risk-reward assessment and 

motivational factors, the comparisons are problematic (Clarke & Newman, 2006; Marchment & 

Gill, 2018; Marchment, Bouhana, & Gill, 2018).  Terrorist ideologies and organizational 

structures do not align well with criminal organizations and other political actors. 

To mitigate this limitation, this research emphasized the method for collecting and 

analyzing the data beyond the individual findings.  Had the dataset been focused on organized 

crime or political activist groups, the factors assessed in the research would have been selected 

and coded differently.  However, the method for the statistical analysis and establishing 

conditional probability values would have been consistent. 

5.4.3 The Omission of Cyber-Attacks 

This research focused specifically on physical attacks of infrastructure and omitted cyber-

attacks.  Considering the emerging threat of cyber-attacks against various infrastructure and 

industrial control systems, this is not ideal.  The research would undoubtedly have benefitted 

from the inclusion of cyber-attacks in the analysis.  Unfortunately, cyber-attacks against electric 

utilities remain under-reported in the data for various operational security reasons (Markey & 

Waxman, 2013).   

5.4.4 Decoupling of Threat from Consequences  

This research examined the likelihood of attacks in isolation, decoupling the 

consequences of such attacks from the analysis.  Some of the attacks in the dataset were 
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relatively small, with limited human and fiscal impacts.  The analysis was not limited to large 

attacks with significant impacts.  The analyzed data included all attacks on electric infrastructure 

during the period under review.  Only 14 of the 521 electric infrastructure attacks in the dataset 

resulted in damage above $1 million.  None of the attacks exceeded $1 billion.  Only 24 of the 

attacks resulted in fatalities.  It can be argued that threat and consequence should not be 

decoupled and studied separately because this is not a good predictor of large attacks in the U.S.  

This is a valid concern, and the research should be viewed with this limitation in mind. 

5.4.5 Need for Additional Coding of START-GTD Data 

The statistical model suggested in this research for the analysis of previous attacks and 

probabilistic assessment of future attacks could be applied to a range of other decision factors if 

the START-GTD database included them.  Previous studies have suggested that target selection 

decisions are influenced in part by the degree of physical protection of the target under 

consideration and the geographic distance necessary to travel to that target (Asal, Rethemeyer et 

al., 2009; Gill, Marchment, Corner, et al., 2018).  At present, the database does not include 

information on the security protections at the target facility or the physical distances the terrorist 

groups traveled to conduct attacks.  Armed with this information and having it coded into the 

database, the research could establish statistical trends and customize the findings to apply them 

to threats to specific facilities.  Given the size of the START-GTD database, collecting 

individual information about the security level at each target would be a significant undertaking. 

Similarly, the data could be coded to identify the strategic objectives of each terrorist 

group.  Using this information, the model in this research could establish statistical trends for 

attack decisions based on those objectives. 
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Coding new information into the START-GTD database offers the possibility of adding 

to the analysis.  Each new variable established to study targeting decisions of the identified 

terrorist groups would serve to refine and further quantify the results.  These variables would add 

new layers to the probabilistic analysis to better quantify the threat. 

5.5 Implications for Practice 

The statistical findings in this research and the use of the probabilistic model offer 

potential tools for analysts to focus attention on specific terrorist groups suspected of planning 

electric infrastructure attacks.  The threat scores developed using the model provide a common 

language for understanding which groups threaten the infrastructure and possibly which targets 

are being considered.  Government and industry intelligence analysts can share information and 

rank potential threats. 

The threat scores can be applied to a comprehensive risk model that includes 

vulnerabilities of specific facilities or segments of the infrastructure and estimates for the 

consequences of successful attacks.  High scoring groups can be assessed for their capabilities to 

establish a design basis threat to include a range of scenarios. 

5.6 Implications for Theory and Future Research 

Using the research methods established in this work, the dataset can be coded to examine 

a range of decision influences for terrorist groups.  This can examine possible correlations 

between organizational and environmental factors and various target and tactical decisions by the 

groups.  These methods can be extended to include a statistical connection between decision 

factors and the timing of attacks.  The statistical analysis is generalizable to several questions 

within this domain.  The research method offers the possibility of future studies to focus on one 

or more of these variables. 



174 
 

5.7 Conclusion 

The purpose of this study was to examine the likelihood that sub-state actors will attack 

electric infrastructure.  This work quantified some of the common assertions that the risk of an 

attack of the power grid was serious.  The research focused heavily on a set of decision 

influences believed to shape target selection to accomplish this objective.  These decision 

influences were identified and validated through a review of the literature.  The decision 

influences were identified as independent variables and applied to a statistical analysis of attacks. 

Through this statistical analysis, a set of research questions was addressed, and five 

hypotheses were tested.  The use of this research method was presented as a heuristic to provide 

conditional values and a probabilistic model for the estimation of future attacks.  This work was 

intended to further the protection of the electric power grid from malicious physical attacks. 
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