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ABSTRACT 

A hypothetical scenario is utilized to explore privacy and 

security considerations for intelligent systems, such as a 

Personal Assistant for Learning (PAL). Two categories of 

potential concerns are addressed: factors facilitated by user 

models, and factors facilitated by systems. Among the 

strategies presented for risk mitigation is a call for ongoing, 

iterative dialog among privacy, security, and 

personalization researchers during all stages of 

development, testing, and deployment.   
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INTRODUCTION 

Learning opportunities today extend beyond traditional 

classroom education or on-the-job training. Educational 

technology such as distributed online content, serious 

games, simulations, collaborative virtual environments, 

Massively Open Online Courses (MOOCs), and intelligent 

tutoring systems, have accounted for much of this growth. 

A Personal Assistant for Learning (PAL) could further 

provide tailored learning content, provided it had sufficient 

knowledge of the learner’s current operating context, and a 

dynamic model of the user’s knowledge, experience, and 

learning goals. However, the need for ubiquitous data 

collection and user modeling introduces a number of 

privacy and security issues that must be considered.  

PAL VISION 

A future PAL, not unlike current iterations of virtual 

assistants, would make recommendations and monitor user 

activities in realtime. It has the ability to infer the user’s 

needs and respond by making recommendations for 

learning, and is also ready to provide information in the 

form of assistance. One approach to achieving this vision is 

to foster interoperability among existing and future 

heterogeneous systems, all of which can contribute some 

knowledge of the user to a persistent user model [1, 2]. This 

user model would exist independent of any service or 

application, allowing those services and applications to both 

contribute and consume its knowledge about the user. As 

discussed by [1], there are many social and technical 

challenges associated with persistent user models. These 

include learners’ ownership of their own data, and their 

ability to inspect them, as well as privacy control and 

protection, or security, of personal data.  While privacy and 

security are not one and the same, both privacy and security 

need to be considered in the context of personalized 

learning as both impact the trustworthiness of a PAL. A 

PAL will need to address data integrity and authenticity in 

the context of how information is used and to what extent 

shared by the PAL and learners. For the PAL vision to 

succeed, users will need to feel that their data are safe with 

the PAL. They will also need to trust the PAL to use their 

information so that it meets their evolving requirements for 

privacy. 

PAL SCENARIO 

The following hypothetical scenario, based on a book 

chapter in which design recommendations were made for 

intelligent tutoring systems [3], introduces the desired 

functionality of a PAL used to support high consequence 

military missions. Consider the scenario of a Soldier in 

2020. Captain Rivera is about to deploy to Haiti on a 

hurricane relief mission. Since her government-issued PAL 

is linked to the Army’s personnel system, it already knows 

she is preparing to deploy and has recommended to her 

several relevant training exercises. Her PAL knew that she 

already had a badge for Level 2 French (limited working 

proficiency) according to the language competency criteria 

set by the Interagency Language Roundtable (ILR), and that 

she wants to get to Level 3 (professional working 

proficiency). Her PAL recommended some training and 
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game-based scenarios so she could brush up on her old 

skills and learn some Haitian Creole. Her PAL knows that 

her main job while deployed will be managing the X22 

search and rescue robot, so it has selected new vocabulary 

that will likely be useful in that situation. It also cued up the 

interactive technical manual for the X22. On the flight to 

Haiti from New Mexico, her PAL offers her various 

methods of informal learning. She selects a documentary 

about the impact of the 2017 election on the people of Port 

Au Prince, and she reviews a well-known report on the X22 

sensors and their tendency to malfunction in humid 

conditions. The captain’s PAL suddenly alerts her to a new 

blog post it has found discussing the same issue, with a 

solution to follow-up on later. She wishes she had thought 

to investigate this issue before she left and asks the PAL to 

load her personalized module for learning Haitian Creole.  

DATA PRIVACY & SECURITY CONSIDERATIONS  

In the previous section we presented a vision and scenario 

describing the functionality for a personalized learning 

system that utilizes persistent user models and context-

awareness to make recommendations. In the following 

sections we discuss some PAL privacy and security 

research areas under consideration with regard to user 

modeling and the PAL system. Our intention is not to 

provide an exhaustive description of all actions necessary to 

secure the PAL, nor to address all privacy challenges, but 

rather to draw attention to some research areas and provide 

high-level strategies for potential risk mitigation. 

Factors Facilitated by User Models and Strategies for 
Risk Mitigation 

User modeling is an important research area for PAL. 

Persistent models of learners populated with information 

that informs related prior knowledge, prior performance, 

current state of cognition and physiology, and whether one 

demonstrates evidence of being a self-directed learner will 

contribute to predictions of performance. 

Open learner models are defined as user models that are 

accessible to the user being modeled or possibly to teachers, 

peers, or others who may be able to enhance the model [4]. 

In addition to improved accuracy, open learner models are 

thought to enhance metacognition, motivation, and 

collaboration and/or competition. Users may access data, 

add reflections, and edit, etc., which may ultimately 

enhance their trust in the system.  

However, there are risks associated with open learner 

models, especially in terms of data manipulation and 

falsification. For instance, a user may falsify one's own 

performance data (e.g. test scores, certifications, grades, 

etc.) to manipulate course outcomes.  Manipulations of this 

kind would present as statistical anomalies in the data and 

could therefore be detected through common analysis. A 

more sophisticated attack however, would require more 

sophisticated detection. A strategy for mitigating risks 

requiring more sophisticated detection such as the Counter 

Adversarial Data Analytics (CADA) research program is 

discussed below in the subsequent section. 

Social media sites typically expose machine interfaces, 

which can be used to populate open learner models. Profile, 

career, education, awards, training history, and 

qualifications maybe captured from sites such as LinkedIn, 

etc. Daily experience, links, feedback from peers or 

instructors, and sources of reflection could be captured 

from sites such as Facebook and Twitter. Because PAL 

devices may have access to social media sites or multiple 

apps installed (not all of which are dedicated to PAL) they 

are another area of concern.  For instance, social media sites 

have become a new vector for deploying malicious links.  

Often apps have loose restrictions on accessing data on the 

device, especially in the case of smartphones where many 

users simply ignore the security permissions requested by 

the app, allowing all requests. Attacks through desktop 

computers such as viruses or phishing links downloaded 

through email are a common concern and can lead to illicit 

access of PAL data through that system. Finally, accessing 

through a lightweight web interface, possibly both on a 

phone and regular computer, opens the PAL system to 

attack through cross-site scripting (XSS), XML external 

entity (XEE), SQL injection, and many others currently 

used to attack web-based applications. 

There is a natural tension between the need to protect 

privacy and the desire to use technical innovations that 

create new ways to share historically personal information 

in more public ways. For example, the “privacy paradox” 

suggests that although users report being concerned about 

privacy, they may take no protective action [5]. We see this 

tension impacting PAL research particularly as it relates to 

data collection for user models surrounding social media, 

sensors, and location-based services [6]. Understanding 

how data can be harvested from sensors and social media 

for automated population of open learner models while 

addressing system security as well as user privacy is an 

active area of research. 

Allowing users to select the level of control the system has 

over their data and which pieces are private even from the 

PAL system can help build the user's trust [7, 8].  If the user 

knows the system will ignore things the user does not want 

known, then s/he will trust the system more when and 

where they do want to use PAL [9]. Strategies for enabling 

users to set permissions concerning what applications can 

access their data, how, when, and with whom to share data 

from the PAL could be explored early to address the 

“control paradox,” or the desire for full control of personal 

data, but not devoting full attention its management [5].  

Factors Facilitated by Systems and Strategies for Risk 
Mitigation  

An additional risk to a PAL is unauthorized alteration of 

training content. Online training could also be modified to 

include incorrect information, compromising the training 



that a user would actually receive. This could be extremely 

detrimental if the training were mission critical or sensitive 

in nature. 

In cases where an actor may want to erode trust or sabotage 

the system, with the right level of illicit access, s/he can 

post or share malicious content through the PAL with 

potential users of the system.  This could result in negative 

training or poor recommendations for training.  By inserting 

false information into a user's record, recommender models 

can be altered to provide incorrect information [10, 11]. 

This may result in wasted time and resources, with the user 

training in areas that would not truly be recommended. It 

also could result in obviously incorrect recommendations, 

which could degrade trust in the PAL in general [12]. 

Sandia National Laboratories investigates how to 

understand the magnitude of risks to recommender systems 

and mitigate their effects under the Counter Adversarial 

Data Analytics (CADA) research program.  CADA takes a 

look at prediction and classification algorithms, and the 

types of algorithms that form the basis of many 

recommender systems. These systems typically learn 

models from training data, applying these models to aid in 

future recommendations. As such, the accuracy of the 

models is dependent on the validity of the training data. If 

this training data is corrupted the recommender models may 

suffer. Different algorithms are affected by corrupted data 

in different ways. Researchers on the CADA project are 

working to quantify and classify these different effects and 

suggest risk mitigation strategies [13].  

Of particular concern with regard to intelligent systems, is 

the potential to glean some information from network 

traffic, without needing access to the training content.  If 

organizations are hosting training information on their 

servers and allowing the PAL system to access these 

servers, it would be possible to observe, for instance, that 

an organization has suddenly increased communication 

with a particular device manufacturer giving indication that 

they are using or training to use that company's device.  

These kinds of analyses can be done even on encrypted data 

without knowing the content of the information, just by 

analyzing the characteristics of the data traffic going over a 

network [14]. For example, high traffic from particular 

users might indicate that these users are in preparation for a 

particular activity. That is, if X22 search & rescue teams 

using PALs are sending and receiving large amounts of 

training data, this may indicate an upcoming, coordinated 

group activity. 

By watching the flow of information and timing this with 

information about real world events, information that was 

formerly anonymous can be gleaned. For instance, if 

activity levels in the PAL grow within a certain user 

community and then a few days later an operation is 

reported by media outlets, it may be possible to infer which 

community is responsible for which operation. If the pattern 

is repeated, it can become a predictor for which group is 

being tapped for an upcoming operation. Data models that 

correlate PAL activity with real world aspects such as 

deployment, shipment of supplies, or other missions can be 

built without knowing the particular nature of the training 

partners or training. 

Researchers in the domain of cybersecurity have employed 

various techniques to tackle similar issues. An example is 

the deployment of a network architecture called Mutable 

Networks (MUTE). MUTE dynamically alters the network 

topology of a system, making it more difficult for hackers 

to target particular functions of a network with attacks like 

Denial of Service (DoS) [15]. Although focused towards 

network defense, it is reasonable that such dynamic 

network mutation techniques could be used to obfuscate the 

activities of a PAL network, making it harder to use 

network traffic information to gain insight into user 

activities. 

CONCLUSION 

Consideration for data privacy and security should not 

begin at deployment of a large-scale software system. 

Security and privacy considerations should be interwoven 

into the software development process from the very 

beginning. Allowing security to become an afterthought to 

be addressed once the software is complete is a recipe for 

failure. An example of an important security consideration 

when developing software systems is the construction and 

execution of SQL queries, and preventing unintended 

execution of SQL queries (known as SQL injection 

attacks). 

This paper is not a prescription for securing a system 

against attack.  It is a high level discussion of the kinds of 

risks that could be present in personalized, intelligent 

systems.  In truth, it is not really possible to secure a system 

perfectly and indefinitely against motivated attacks.  The 

questions instead are “how long is it protected?” and “how 

much is protected?” The answers will not be “forever” and 

“all.”  Instead data privacy concerns and security strategies 

for PAL must be considered an ongoing effort.  

The first step in considering the risk mitigation strategies 

discussed in this paper is to perform a risk assessment of 

the PAL as it currently exists, even as research prototype. 

Our discussion in the present paper considers which attack 

vectors on high profile information would be exploitable in 

the system.  Furthermore, we ask the following questions: 

Are there design considerations at an early stage that can 

prevent later stage exploits from happening such as multiple 

redundant servers and databases, or authorization and 

encryption of modules?  Who has access to the system 

now?  Who will have access to the system after it is 

completed?  Asking these questions early moves the design 

toward a more secure end point removing a need to do a 

complete design shift at the end. 

Doing a risk assessment is not the end of the road; however, 

security and data privacy are ongoing concerns. Engaging 



experts and researchers focused on securing the PAL and 

integration of the PAL subsystems into the final system will 

help address growing privacy and security concerns.  

Ongoing dialog allows iterative investigation into the 

details of particular design decisions (which have been 

glossed over for brevity here) and establishment of proper 

protections.  This dialog should carry on from prototype 

construction all the way through final product to ensure that 

PAL systems are safe, secure, and trustworthy. 
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Components

Profi le

Education & Training

Career

Qualifi cation

Experience

Outcome

Feedback

Refl ection

Description

Basic information of the user (e.g., user identifi cation, favorite subjects, 
hobbies, aspirations, goals)

Education and training history, grades, and feedback

User’s activities that demonstrate capabilities

O�  cial evidence data (e.g., academic transcripts, professional/vocational 
qualifi cations, certifi cates, licenses, and letters of recommendation)

Extra-curricular activities (e.g., clubs, internships, volunteer activities)

Digital and non-digital artifacts that resulted from learning experience 
(e.g., documents, photos, animations, videos, audio fi les, images)

Feedback from instructors, peers, and others from the learning process

Personal descriptions (e.g., comments, explanations, etc.) about learning 
or teaching activities including perceived strengths and weaknesses

User Model Components

Tablet Phone Computer Augmented
Reality

Activity
Tracker

Devices


