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Abstract

Return-oriented programming is a method of computer exploit technique which is growing in popularity among attackers because it enables the remote execution of arbitrary code without the need for code injection. Return-to-LibC (Ret2LibC) is the most common return-oriented attack in use today, allowing an attacker to leverage control of the stack to execute common library functions which are already present on the target system, such as LibC. ARM-based processors, commonly used in embedded systems, are not directly vulnerable to Ret2LibC attacks because function arguments in the ARM are passed through registers rather than the stack. In 2011 Itzhak Avraham presented a new Return-to-Zero-Protection (Ret2ZP) attack against ARM processors which enables the same control as a Ret2LibC attack.

Our research contribution is to provide a formal definition of the Ret2ZP attack and to define an algorithm to detect vulnerabilities to Ret2ZP in ARM executables. Our algorithm for detecting vulnerabilities can be used to screen executables for vulnerabilities before they are deployed.

1 Introduction

Within the past 15 to 20 years embedded systems have seen increasingly widespread adoption. The complexity of many embedded devices is effectively invisible to users, operating inside components used everyday including automobiles, televisions, and video game consoles. The research firm IDC reports the market for embedded computer systems already generates more than US $1 trillion in revenue annually and will double in size over the next four years [20]. IDC also predicts that much of this growth will be propelled by more sophisticated, cloud-connected embedded system which will have a high degree of network connectivity. The embedded nature of these systems successfully conceals complexity, allowing users to forget about security vulnerabilities that they are exposed to. The media has improved public awareness of cyberattacks against servers operating at institutions such as banks, credit card agencies, and nuclear material enrichment facilities. However, people are not sufficiently aware of the vulnerabilities inside embedded devices which they use much more frequently. Embedded systems are increasingly network-enabled, typically connected to the internet through a TCP/IP stack. Network connectivity makes these systems vulnerable to many of the same cyberattacks as desktop, laptop, and server machines.

Malware is a collection of instructions that executes on a machine and make the system to perform some malicious operation [4]. There are several recent examples of malware which targets embedded devices. For example, millions of printers were found to contain a security weakness that could allow attackers to take control of the systems, steal data and issue commands that could cause the devices to overheat and catch fire [10]. Even in industrial systems such as programmable logic controller (PLC) and supervisory control and data acquisition (SCADA) have the risk to be attacked. The Stuxnet worm, discovered in June 2010, initially spreads via Microsoft Windows, and targets Siemens industrial software and equipment [13]. Embedded systems are often required to meet strict timing, cost, and power requirements. As a result, traditional defense mechanisms are not suitable for embedded systems. Security vulnerabilities often depend on very specific aspects of the behavior the underlying processor, so embedded systems vulnerabilities may be significantly different from those of general-purpose platforms.

Return-oriented programming [24] describes a growing class of exploits which code segments already present on a system to execute a range of malicious behaviors. The most common type of return-oriented
attack is Return-to-LibC (Ret2LibC) [8] where an attacker exploits a buffer overflow to redirect control flow to a library function already present in the system. To perform a Ret2LibC attack, the attacker must overwrite a return address on the stack with the address of a library function. Additionally, the attacker must place the arguments of the library function on the stack in order to control the execution of the library function. Ret2LibC is commonly applied against Intel x86 architectures, but the ARM architectures [17] used in embedded systems are not directly vulnerable to this attack because function parameters are passed through registers instead. ARM-based processors are the most commonly used microprocessors in embedded systems due in part to their low power consumption compared to Intel x86.

At the BlackHat Convention in 2011, Itzhak Avraham [6] first presented the Return-to-Zero-Protection (Ret2ZP) attack which effectively allows a Ret2LibC attack to be applied to ARM-based processors. This is an important development because reveals a significant vulnerability in ARM-based processors which is likely to be exploited to create malware targeted at embedded systems.

The contribution of this paper is an approach and a tool to analyze the software on an ARM-based system and determine whether or not it is vulnerable to a Ret2ZP attack. The feasibility of a Ret2ZP attack depends on the existence of special code sequences on the embedded system platform. We define the nature of the code sequences which expose a system to a Ret2ZP attack. Our tool automatically scans an existing ARM executable and identifies all vulnerable code sequences. Once identified, vulnerable code sequences can be patched to remove the vulnerability.

To prevent Ret2LibC attacks, many mechanisms have conceived. One protection technique focuses on monitoring control flow and memory activities to detect violations [23]. These approaches may use hardware support [14, 5, 19, 25] such as a shadow stack. These methods require a new architecture [15, 7], and may affect the original pipeline performance [16, 3]. This techniques need to check all instructions, memory, or stack. If it does not check all instruction, the risk of attack is possible. Checking all instruction comes with a significant reduction in performance [21, 12, 9]. Protected free-branch instructions technique can be implemented by using code rewriting techniques to remove all unaligned instructions that can be used to link the gadgets. However, because of code rewriting, its main disadvantage is code size increase [22].

Ret2LibC attack requires passing arguments to libc functions from the stack. By ARM calling convention [17], passing parameters occurs through registers rather than the stack. A stack buffer overflow gives the attacker direct control of the stack, but not the registers. As a result, Ret2LibC attacks does not work against ARM-based processors. In [6], Avraham developed the Return-to-Zero-Protection (Ret2ZP) attack against ARM-based processors which allows an attacker to control registers from the stack. By allowing control of registers, Ret2ZP enables the Ret2LibC attack to be applied to ARM-based processors.

3 Return to Zero Protection (Ret2ZP)

A Ret2ZP attack exploits a stack buffer overflow to redirect control flow to a function present on the system, and to control the arguments to that function. Redirecting control flow can be performed directly by overwriting a return address on the stack with the address of the desired function. However, controlling the function arguments is more difficult because functions executing on the ARM architecture accept arguments through argument registers r0 - r3, rather than the stack. To control the arguments to a function, the contents of one or more of these registers must be assigned before control flow is redirected to the desired function.

To control the values of the argument registers and to redirect control flow to the desired function, the Ret2ZP attack depends on the existence of a vulnerable code sequence (VCS), already present on the system, which copies data from the stack to the
argument registers, and then from the stack to the program counter (PC) register. The Ret2ZP attack first places the library function arguments and the library function address onto the stack. Then control flow is redirected to the VCS which moves the arguments from the stack to the argument registers, and moves the library function address from the stack to the PC, redirecting control flow to the library function.

Figures 1a, b, and c show the contents of the stack at different points during the execution of a Ret2ZP attack. Figure 1a shows the contents of the original stack, before the attack has been executed. Two stack frames are shown, where stack frame 0 is the current stack frame at the top of the stack. The stack frames have been simplified for the purposes of this presentation, so only the contents important to the Ret2ZP attack are shown. Each stack frame contains a space labeled locals for local variables for the corresponding function, and a space labeled ret addr which contains the return address for code execution after the corresponding function is complete. The current stack frame contains a buffer labeled buff which we assume is vulnerable to buffer overflow by the attack.

Figure 1b shows the contents of the stack after the buffer overflow. The stack grows down in memory addresses, so the memory addresses increase down in the stack pictures of Figure 1. When the buffer overflows, the stack below the buffer is altered, as can be seen in Figure 1b. The buffer overflow places three different blocks of data onto the stack. The address of the VCS, &VCS, is written over the old return address so that the VCS will be executed when the current function completes. The arguments to be passed to the desired library function, args, and the address of the desired library function, &libfn are placed on the stack.

Figure 1c shows the contents of the stack after the current function completes its execution and returns. Since the old return address was overwritten with &VCS, the VCS is now executing. The locals region for stack frame 0 was popped off of the stack when the previous function completed its execution, so the top of the stack contains the arguments for the desired library function and the address of the library function, as shown in Figure 1c. At this point, it is the job of the VCS to move the arguments from the stack to the argument registers, and move &libfn to the PC.

3.1 Vulnerable Code Sequence (VCS)

The Ret2ZP attack depends on the existence of an appropriate VCS in the system. A VCS, is a consecutive sequence of instructions which are resident in the memory of the victim machine. It would be possible for a vulnerable code sequence to be composed of multiple discontinuous code sequences which are connected by intervening jump instructions but we ignore this possibility for the sake of simplicity, and because it is unlikely to occur in practice. Any valid VCS must satisfy the following set of constraints that our tool checks for.

1. The final instruction in the sequence must copy data from the stack to the PC register. The execution of this final instruction which transfers control to the desired library function.

2. The sequence must contain no instruction which writes data to the PC register, other than the final instruction. This constraint ensures that the instruction sequence is continuous.

3. The sequence must move data from the stack into some subset of the argument registers.

4. The sequence must not write data to the stack. This is required because any data written to the stack might overwrite the library function arguments or the library function address which are already on the stack.

Figure 2 shows an example of a VCS. The first line of code loads argument registers r0 and r1 from the stack which is addressed by the stack pointer, SP. The final line of code executes a function return by popping the top of the stack and placing the popped value in the program counter, PC. Notice that the stack contents can be read using a load-type of instruction such as ldm, or a pop instruction which also updates the stack pointer.

4 VCS Detection

We have implemented a tool which identifies the presence of vulnerable code sequences in an executable. Detection of these sequences will allow the software to be patched, removing the vulnerability before the software is deployed. In order to analyze the executable, our tool uses the Radare toolkit [1] to disassemble the executable and generate assembly code which we can process. Once the executable is disassembled, our tool performs a single-pass scan of each instruction to identify any VCS.

An important aspect of a VCS is that it must move data from the stack into the argument registers. To
Figure 1: Stack contents during Ret2ZP attack, (a) before buffer overflow, (b) after buffer overflow, (c) start of VCS execution

```
ldm sp, {r0, r1}
add sp, sp, #8
pop {pc}
```

Figure 2: Vulnerable code sequence example

To assist our discussion of this topic, we refer to a register as being stack-controllable at a point during program execution if the current value of the register was copied directly from the stack. A register becomes stack-controllable when an instruction loads stack contents into the register, and it is no longer controllable after the registers value is modified in any way, other than loading it from the stack.

The executable is scanned linearly from beginning to end, and at each line a set of stack-controllable argument registers $R$ is maintained. A VCS is detected if an instruction encounters the stack and loads the PC from the stack, and $R \neq \emptyset$. Additional constraints are that the VCS should contain no branches to any address not taken from the stack, and that no instruction within the VCS should write to the stack.

Figure 3 contains the pseudocode describing our VCS detection algorithm. In the pseudocode we use the following definitions:

- $L_r$ is the set of instructions in the executable which load register $r$ from the stack.
- $M_r$ is the set of instructions in the executable which modify register $r$ without loading register $r$ from the stack.
- $W$ is the set of instructions in the executable which write data to the stack.
- $B$ is the set of instructions in the executable which branch to an address not taken from the stack.

The algorithm in Figure 3 initializes the set of stack-controllable registers on line 1, and enters a loop starting on line 2 which iteratively processes each instruction of the executable. The set of stack-controllable registers is updated on lines 3 - 5 where an argument register is added to the set if it is loaded from the stack, and deleted from the set if it is modified. A check for non-stack branch instructions and stack writing instructions is performed on line 6. The end of a VCS is detected at line 7 as an instruction which moves the stack contents to the PC while...
<table>
<thead>
<tr>
<th>File Name</th>
<th>C</th>
<th>exec.</th>
<th># VCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>aes expanded key</td>
<td>508</td>
<td>28878</td>
<td>1</td>
</tr>
<tr>
<td>aes set key</td>
<td>481</td>
<td>27449</td>
<td>1</td>
</tr>
<tr>
<td>Bitband</td>
<td>515</td>
<td>25151</td>
<td>0</td>
</tr>
<tr>
<td>boot demo1</td>
<td>491</td>
<td>32923</td>
<td>0</td>
</tr>
<tr>
<td>boot demo2</td>
<td>510</td>
<td>34313</td>
<td>0</td>
</tr>
<tr>
<td>boot demo Ether</td>
<td>529</td>
<td>67360</td>
<td>0</td>
</tr>
<tr>
<td>enet io</td>
<td>1234</td>
<td>66532</td>
<td>0</td>
</tr>
<tr>
<td>enet lwip</td>
<td>741</td>
<td>66627</td>
<td>0</td>
</tr>
<tr>
<td>enet ptpd</td>
<td>1095</td>
<td>66621</td>
<td>1</td>
</tr>
<tr>
<td>enet uip</td>
<td>690</td>
<td>62218</td>
<td>0</td>
</tr>
<tr>
<td>hello</td>
<td>539</td>
<td>36919</td>
<td>0</td>
</tr>
<tr>
<td>gpio jtag</td>
<td>543</td>
<td>62218</td>
<td>0</td>
</tr>
<tr>
<td>Graphics</td>
<td>719</td>
<td>24014</td>
<td>0</td>
</tr>
<tr>
<td>interrupts</td>
<td>616</td>
<td>29175</td>
<td>0</td>
</tr>
<tr>
<td>mpn fault</td>
<td>563</td>
<td>31472</td>
<td>0</td>
</tr>
<tr>
<td>Pwmg en</td>
<td>470</td>
<td>24623</td>
<td>1</td>
</tr>
<tr>
<td>qsek-lm3s6965</td>
<td>5178</td>
<td>66726</td>
<td>0</td>
</tr>
<tr>
<td>sd card</td>
<td>731</td>
<td>62332</td>
<td>0</td>
</tr>
<tr>
<td>timers</td>
<td>497</td>
<td>26462</td>
<td>0</td>
</tr>
<tr>
<td>uart echo</td>
<td>515</td>
<td>30110</td>
<td>0</td>
</tr>
<tr>
<td>Watchdog</td>
<td>476</td>
<td>25338</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1: VCS Detection Results

\[R \neq \emptyset\]. If a VCS is detected then success is announced (line 8) and the stack-controllable set is reset to start scanning for a new VCS in the remainder of the executable (line 9).

5 Experimental Results

We used our vulnerability analysis tool to detect vulnerable code segments in a set of same ARM executables. As our benchmark set of ARM executables we used the example programs provided for use with the EK-LM3S6965 Evaluation Board from Texas Instruments [2]. The board uses an ARM-based TI Stellaris LM3S6965 microprocessor. The sample programs are provided in C which we compiled for the LM3S6965 processor using the GCC compiler [18].

Table 1 shows the results of our analysis of all of the sample ARM-executables. Each row contains the results for a different program and the first column contains the name of the program. The second and third columns show the size of the original C programs and the size of the compiled executable. The final column labeled \# VCS shows the number of vulnerable code segments found in each executable. The table shows that almost 20\% of these executables contained a vulnerability to the Ret2ZP attack. The total CPU time required to detect VCS in all examples is 0.117 seconds.

The vulnerable code sequences detected in these examples were all comprised of a single line of code which loaded the argument registers as well as the PC. An example is shown in Figure 4 which was found in the Pwmg en sample program.

6 Conclusions

We have developed a tool which is used to detect Ret2ZP vulnerabilities in ARM executables. The popularity of return-oriented programming attacks underscores the need for the tool that we have developed. Our experimental results show that almost 20\% of the programs that we evaluated actually contained vulnerabilities. Since the frequency of vulnerabilities can be expected to increase with program size, the detection of vulnerabilities becomes even more important for larger systems.
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