


From the Editor-in-Chief 
 

Welcome to the inaugural edition of the Defense Threat Reduction University 
(DTRU) Journal, the official scholarly periodical of the DTRU. 

The DTRU consists of the Defense Nuclear Weapons School (DNWS) and the 
Defense Threat Reduction Information Analysis Center (DTRIAC). 

The DNWS is the Department of Defense's (DoD's) premier training and education 
institution for matters related to nuclear and radiological weapons. It is a direct 
descendant of the Manhattan Project and has been preparing DoD personnel to serve 
in nuclear-related capacities for over six decades. It offers over 40 courses of 
instruction and professional certification programs in 19 subject areas. 

The DTRIAC is the DoD's repository for all scientific and technical data pertaining 
to nuclear weapons. It is the largest of DoD's 19 information analysis centers. 

The DTRU combines the DNWS's unique training capabilities in the areas of nuclear weapons, incident 
response, incident command, and control and chemical, biological, radiological and nuclear (CBRN) modeling 
with the DTRIAC's research and analysis capabilities and comprehensive archive of major reference collections 
of documents and photographic data on nuclear and conventional weapons-related topics. The DTRU's parent 
organization is the Defense Threat Reduction Agency (DTRA), the intellectual, technical and operational leader 
for the DoD and the United States Strategic Command (USSTRATCOM) in the national effort to combat the 
worldwide WMD threat. 

The mission of the DTRU Journal is to provide a peer-reviewed forum for scientific research and analysis, 
which fosters an overarching understanding for the present and emerging threat, provides visibility for 
innovative approaches to threat reduction, and offer professional discussions of topics relating to weapons of 
mass destruction (WMD), with particular attention to matters relating to nuclear and radiological weapons. 

In this issue of the DTRU Journal, you will find articles on: 

 Pandemics of the Past: A Learning Opportunity 
 Application of Photogrammetry to Crater Measurement for Shallow Buried, Surface, and Small Height 

of Burst Explosions 
 Evaluation of Shelter-in-Place (SIP) Initiation Strategies for a Release of Chemical, Biological, 

Radiological, or Nuclear (CBRN) Agent or Toxic Industrial Chemicals (TICs) 
 Irradiation of Neptunium-237 and Americium-241 in the Advanced Test Reactor for the Purpose of 

Plutonium-238 Production 
 An Exploratory Social Network Analysis of Military and Civilian Emergency Operations with a Focus 

on Organizational Structure 
 Relationship of Joint Doctrine, Strategy, and Policy 

 
These articles, while not to be construed as official statements of U.S. Government policy, provide occasion for 
serious intellectual engagement on some of the most important strategic security issues of our time. With the 
inauguration of this new journal, we invite both articles in response to items published in the DTRU Journal as 
well as articles that constitute new threads of scholarly thought. 
 

COL J. Mark Mattox 
DTRU Journal Editor-in-Chief 
Dean, Defense Threat Reduction University 
Commandant, Defense Nuclear Weapons School 



Featured Articles 
 

Relationship of Joint Doctrine, Strategy and Policy by James P. Isitt 

The Goldwater-Nichols Act of 1986 was a far reaching law that changed the way the US Armed Forces 
organizes and fights. Mr. James Isitt explores the relationships between strategy, policy, and doctrine as 
influenced by this landmark legislation and how it relates to the employment of the joint force. (PDF Version) 

Pandemics of the Past — A Learning Opportunity by MAJ W. David Jones 

In April of 2009, newscasts from Mexico proclaimed that hundreds of Mexicans were ill with an influenza 
virus which was later identified to be “swine flu.” Despite the media hype, the disease caused far fewer deaths 
and initial infections than many had predicted; the vast majority of those who were confirmed to have H1N1 
Influenza A recovered. Mr. W.D. Jones draws some lessons from this episode and other pandemics of the past. 
(PDF Version) 

Evaluation of Shelter-in-Place (SIP) Initiation Strategies for a Release of Chemical, Biological, 
Radiological, or Nuclear (CBRN) Agent or Toxic Industrial Chemicals (TICs) by Capt R. D. 
Schmidtgoessling, Lt Col D. A. Smith and Maj J. M. Slagley 

The goal of Shelter-In-Place (SIP) is to reduce human exposure to chemical, biological, radiological, and 
nuclear (CBRN) agents in the event of an accidental or intentional airborne release into the outdoor 
environment. Schmidtgoessling, Smith and Slagley emphasize in this article the imperatives to have pre-
planned SIP protocols in place for immediate use, thus saving lives. 

Irradiation of Neptunium-237 and Americium-241 in the Advanced Test Reactor for the Purpose 
of Plutonium-238 Production by John McCulloch 

Radioisotope thermal generators (RTG) are required for NASA to complete its mission. RTGs are the power 
supply of choice for many remote terrestrial and space applications as they provide an autonomous source of 
high-density energy, a consistent power supply over a very wide variety of conditions and can remain in service 
for decades, without refueling. Mr. John McCulloch explores the possibility of using Pu-238 as a fuel source for 
this process. (PDF Version) 

An Exploratory Social Network Analysis of Military and Civilian Emergency Operations with a 
Focus on Organizational Structure by J.D. Legradi, M.R. Grimaila and D. Smith 

There are differences in the way military and civilian operations centers approach their business. Legradi, 
Grimaila and Smith explore how United States Air Force (USAF) emergency operation centers compare to 
civilian emergency operation centers with respect to their task based social networks, and decision making 
social networks. (PDF Version) 

Application of Digital Photogrammetry to Crater Measurement for Shallow Buried, Surface and 
Small Height of Burst Explosions by Elizabeth A. Lenox 

Explosive cratering as a function of height/depth of burst (HOB/DOB) has been the focus of many studies 
in decades past, but few well controlled field-scale experiments have been completed since Pre-Multiple Burst 
(PMB-II) in late 1978. The recent Humble Redwood (HR) HOB/DOB effects experiment provided an 
opportunity for collecting new data. Apparent crater data were collected post-test using state-of-the-art digital 
photogrammetric methods in comparison with traditional methods. Ms. Lenox outlines in her study that the 
comparison indicates digital photogrammetry provides a possible solution for rapid and accurate modeling of 
geological environments. (PDF Version) 
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ABSTRACT 

Explosive cratering as a function of height/depth of burst (HOB/DOB) has been 
the focus of many studies in decades past, but few well controlled field-scale experiments 
have been completed since Pre-Multiple Burst (PMB-II) in late 1978.  The recent Humble 
Redwood (HR) HOB/DOB effects experiment provided an opportunity for collecting new 
data.  The HR experiment series consisted of seven 1450-lb ANFO detonations at 
scaled DOBs & HOBs ranging from -60 [m/kt1/3] to +60 [m/kt1/3].  Apparent crater data 
were collected post-test using state-of-the-art digital photogrammetric methods.  The 
photogrammetric results were compared to traditional survey results as well as models 
from a laser ranging system.  The comparison indicates that digital photogrammetry 
provides a possible solution for rapid and accurate modeling of geological environments.  
The use of the system for mensuration in cratering studies is a new application which has 
proven highly effective. 

 
INTRODUCTION 

Current methods of crater measurement aren’t always capable of meeting the 
requirements faced in the testing environment.  Access or time allotted for mensuration in 
the field may be limited by scheduling or completely restricted due to safety concerns.  In 
these situations, obtaining highly accurate measurements may not be possible.  Obtaining 
any measurements may be unlikely.  The application of photogrammetric methods to 
crater measurement provides a solution to this problem. 

The use of photogrammetry as an accurate means of mensuration, specifically 
applied to cratering, is largely a new technique.  Since digital photography already plays 
a large role in field documentation, the ability to utilize it for mensuration and 3D 
modeling is both cost and time effective.  The potential to take a few photographs and 
end up with an accurate 3D model is extremely appealing.   

Until recently, the computer programs available for photogrammetric modeling 
were difficult to use and error prone.  Additional requirements including multiple 
surveyed targets in the image, surveyed camera locations, calibrated cameras and lenses, 
strict field setups, and hand matching individual rocks in the four corners of each image 
made the use of photogrammetry tedious, difficult, and frustrating.  Advances in 
computer and camera technology, as well as new software programs, have 
made photogrammetry easier to use and reduced some, if not all, of these requirements. 

 
RELATED WORK 

Considerable work has been completed to test the applicability and accuracy of 
photogrammetric methods for use in geological testing environments.  An effort to 



evaluate the available commercial photogrammetry systems began in July of 2006.  The 
three systems that were investigated were Sirovision, Adam Technology 3DM, 
and PhotoModeler.  Multiple means were used to assess each system, i.e. workshop and 
literature research, purchase and testing, and introductory levels of professional training.  
Each system was evaluated based on rock target characterization, accuracy compared to 
hand mapping, and ease of use in both the field and computer modeling stages.  The 
systems assessed were found to be tedious and/or ineffective. 

In early January 2008, training was conducted as a means of assessing the 
Austrian 3G ShapeMetriX3D (SMX) system.  This system was found to be simple, fast, 
and highly effective.  After training, an extensive effort was started to determine the 
capabilities and limitations of the SMX system.  The accuracy of the system, using both 
calibrated and uncalibrated cameras/lenses, was tested and compared to hand mapping.  
The results repeatedly proved that the models produced by the system were equally 
accurate in measuring dip and dip direction as well as vertical, horizontal, and diagonal 
distances.  The SMX system does not eliminate some “hands-on” analysis required for 
rock mass quality determinations.  The system also proved capable of modeling with 
multiple types of imagery (color, monotone, IR).  

An equally extensive effort was launched to prove the use of SMX with imagery 
from unmanned aerial vehicles (UAV) for high-resolution 3D modeling.  The results of 
this effort have proven promising and work in this area is on-going.  Another experiment 
is currently underway to determine the systems ability to model in a dynamic 
environment with high speed video. 

 
CRATER MEASURMENT 

The Humble Redwood (HR) experiment series focused on the development of 
“…seismic and acoustic yield scaling relationships for shallow buried, surface, and small 
height of burst explosions” (Foxall et al., 2008).  The joint Lawrence Livermore National 
Laboratory (LLNL) and Defense Threat Reduction Agency (DTRA) seismic coupling 
series consisted of seven tests conducted in dry desert alluvium using 1450 lb ANFO 
charges.  Image 1 shows the fourth test executed, HR-E. 

 
Image 1: HR-E 

Only the last two resulting craters, HR-F and 
HR-G, were used for measurement comparison.  
These craters were chosen for detailed study because 
they represent two unique cratering environments.  
The HR-F crater has a smaller diameter (9.9 m) but is 
relatively deep (2.7 m) while the HR-G crater has a 
larger diameter (14.4 m) and is comparatively shallow 
(2.4 m).  The charges were placed at depths of 0.5 
meters (1.64 ft) and 5 meters (16.4 ft) respectively.  

Table 1 shows the actual and scaled HOBs/DOBs (m/kt1/3) for all of the HR experiments.  
The scaling factor was calculated as 0.083 using a TNT equivalency of 1160 lbs TNT.  
The HR series was completed on 31 August 2007.  Three methods were used to measure 
and map the two craters: traditional survey, laser ranging system, and photogrammetry.  



Table 1: Actual/Scaled HOBs for HR 
 
 
 
 
 
 
 
 
 
 
 

Actual HOB Scaled HOB Designation 
(m) (m/kt1/3)   
5 60.2 HR-A 
3 36.1 HR-B 
2 24.1 HR-C 
0.5 6.0 HR-E 
-0.5 -6.0 HR-F 
-1.5 -18.1 HR-D 
-5 -60.2 HR-G 

 
Traditional Survey 

The survey was completed using the ‘drape the tape’ method as outlined by 
Peter Roupas (1998).  The number and orientation of the profiles must be representative 
of the important crater features and abnormalities.  A surveying system, or level and rod, 
is used to record the locations of the rod on a flexible tape along each profile. 
 

A total of four profiles were measured oriented at 0 degrees, 45 degrees, 90 
degrees and 135 degrees respectively.  The profile start and end points were located 10 
feet from the crater lip.  The rod was set up at 0.3 meter (1’) intervals outside the crater 
and at 0.15 meter (0.5’) intervals inside the crater.  The rod positions were mapped using 
a WILD Heerbrugg T1600 theodolite and results were plotted in Surfer 8.  Figure 1 
contains the plots of the traditional survey of HR-F and HR-G. 

 
Figure 1: Survey Plot of HR-F and HR-G 

 
Laser Ranging System 
 

The laser ranging system used was the Cavity Monitoring System (CMS) 
manufactured by Optech.  The system works by using narrow reflected beams of light to 
determine a point’s position in 3D space.  The orientation and distance are determined by 
a receiver that times, counts, and processes the returning light (Optech, 1996).  A single 
setup of the system entails surveying in the position of the instrument, leveling the 
instrument, and entering parameters such as the number of degrees to be scanned. 
 

The CMS system was set up at three locations around the HR-F crater.  A 90 
degree scan parameter was used.  The system provides an output file that was plotted in 
Surfer 8. The 3D surface generated from the point cloud is found in Figure 2. 
 



 
Figure 2: HR-F Laser Ranging System Model 

 
Photogrammetry 

Classical photogrammetry requires that exterior and interior camera orientations 
are known.  The SMX photogrammetry system allows “generic” models to be 
constructed with or without calibrated camera/lens information.  The models can then be 
scaled and oriented using a feature of known length and orientation. 
 

The photogrammetric models of the HR craters were created using a calibrated 
Nikon D80 camera with a calibrated Nikon 18-70 mm zoom lens and the 2007 
SMX photogrammetry software.  A target was set up at both craters for verticality and 
scale.  The model was referenced to known coordinates from the traditional survey.     
 

A total of 48 images were taken of the HR-F crater from two stations.  A basket-
lift was used at a height of 9.14 meters (30’) to capture the entire crater in the field of 
view (FOV).  The two stations were located 1.83 meters (6’) apart (right and left sides of 
the lift basket).  The final model uses only two of the images taken, one from station 1 
and one from station 2.  The model created for HR-F is shown in Figure 3. 



 
Figure 3: HR-F SMX Model 

 
A total of 36 images were taken of the HR-G crater from two stations using the 

maximum height of the man-lift, 12.2 meters (40’).  The stations used the same 
separation as on HR-F.  The final model was constructed from two of the images 
obtained.  The west lip of the crater was not visible in the FOV for both images, and the 
model is truncated in this area.  The model created for HR-G is shown in Figure 4. 
 
Figure 4: HR-G SMX Model 

 
COMPARISON OF RESULTS 
 

Each crater was visually and mathematically compared using MathCad 2000 and 
Microsoft Excel 2003.  The methods were also compared based on total time for data 
acquisition and modeling. 
 
Methods used on the HR-F crater 

The HR-F crater was evaluated using traditional survey, CMS, and SMX.  A 
mathematical assessment was performed on each of the above comparisons 
using MathCad software.  The SMX model was registered to the survey using five 
surveyed targets in the two images.  The survey and the SMX model were then converted 
from state plane and local coordinates to the global coordinate system (latitude, 
longitude, elevation).  For each pairing, surface a1 was subtracted from surface b1 using 
a grid, or mathematical model, based on elevation.  The process is comparable to matrix 
algebra using Northing and Easting values.  The differences in elevation in the grid are 
represented as c1.  The resulting grids were then subtracted in MathCad giving a 
maximum and minimum difference as well as a graphical representation of the 
differencing.  Figure 5 contains the MathCad generated models from the survey and the 
CMS, the CMS and the SMX system, and the survey and the SMX system. 



 
Figure 5: MathCad Comparison of Methods used on HR-F 

 

 
 

 
 

The differencing values obtained from MathCad were then input into Microsoft 
Excel and an average percent difference was calculated (see Equation 1, where a i = 
position of surface a1 grid point, b i = position of surface b1 grid point, and n = number 
of grid points). 

                                    (1) 



The average percent difference calculated between the CMS and the traditional 
survey is 0.11%, the difference between the CMS and the SMX model is 0.12%, and the 
difference between the SMX model and the traditional survey is 0.01%.  The most likely 
cause for the difference between the CMS model and the other models are 
slumping/erosion of the crater walls and lip from rainfall and wind between the 
acquisition of the CMS model and the traditional survey/SMX model completed several 
months later.  The difference calculated between the SMX and the traditional survey is 
most likely due to an inaccurate representation of the areas between the four profiles in 
the survey model. 
 
Methods used on the HR-G crater 

The HR-G crater was evaluated using only traditional survey and the SMX system 
due to funding.  The SMX model was registered to the traditional survey using five 
known points and then converted to the GPS coordinate system.  The mathematical 
comparison using MathCad consisted of subtracting surface 1, survey, from surface 2, 
SMX, using the grid method mentioned above on HR-F, Figure 6.     

 
Figure 6: MathCad comparison of the HR-G crater 

 
 

The average percent difference calculated between the two surfaces using Excel 
and equation 1 was 0.03%.  The difference in this case is largely due to the rendering of 
the areas between the profiles, especially the crater lip, on the traditional survey.     
Time Comparison 
 

Each of the three systems was evaluated based on the time required for data 
acquisition in the field and modeling in the office.  The times listed are for one complete 
crater model.  For methods used on both craters, the time was averaged.  In general, the 
time for each of the methods includes pre-field planning, fielding, data acquisition, and 
post-processing.  The measured times for each of the systems can be found in Table 2.  



 
Table 2: Method time comparison 
  Traditional Survey CMS (LIDAR) SMX 
Pre-Field Preparation 20 minutes 10 minutes 10 minutes 
Fielding / Set-Up (including 
breakdown) 

120 minutes 90 minutes 30 minutes 

Data Acquisition 150 minutes 120 minutes 10 minutes 
Processing 10 minutes 10 minutes 20 minutes 
TOTAL TIME 5.0 hours 3.83 hours 1.17 hours 
 

The pre-field work for the traditional survey included determining the length and 
orientation of the profile, the number of profiles needed, and the length of the intervals 
inside and outside the crater.  The field work included orienting and laying out the 
profiles, setting up and breaking down the theodolite, and tying to local benchmarks.  The 
data acquisition included surveying the positions along the tape for all four profiles, and 
the processing time included downloading/plotting the data. 
 

The CMS pre-fielding time included planning the number of scans needed and the 
locations for the equipment on each scan.  The set-up/breakdown time included surveying 
in the location of the CMS for each scan, tying into local benchmarks, and inputting the 
scan parameters (approximately 20 min/set-up and 10min/breakdown).  The data 
acquisition phase included the scan time for each location (40 min/scan, using a 90 
degree scan).  The processing time included downloading/plotting the data. 
 

The pre-fielding time for the SMX included determining roughly the height and 
distance away from the crater needed to capture the entire area in the field of view.  The 
fielding time included placing/surveying the location of the five targets used to orient the 
model in space and positioning the bucket-lift.  The data acquisition phase included the 
time to go up/down in the bucket lift and to snap three images (camera set for bracketing) 
at each end of the lift.  The processing time included the time to download the images to 
the computer, input the images into the software, create a model, and to trim/orient the 
model. 
 
COMPARISON OF HR CRATERS WITH THE EXISTING DATA SET 

Investigation of the HR crater physics, in particular the agreement/non-agreement 
with pre-existing databases, is the subject of future work.  The figure below shows the 
HR crater traditional survey measurements plotted with yield scaled data from URPS 1-8, 
TRH, TRN, TRNe, Jangle S and U, Teapot ESS, JB, SED, JHE 1-4, Stagecoach II-III, 
Scooter, Pre-multiple Burst II 1-12, Mole 202-207, 212, 401-406, and the Sandia I, II, 
and UN test series. 



Figure 7: Redwood Data with Combined Data Set 

 
Possible reasons for the anomalous points, mainly HR-E and HR-G, are currently being 
evaluated.  Both craters had much larger diameters than the data set predicted.  
 
CONCLUSION 

The three systems have strengths and weaknesses when used for crater 
measurements.  The traditional survey, when used only for local survey with few profiles, 
is an efficient method.  Unfortunately, it is not very accurate in the areas not covered by a 
profile.  In addition, if the survey is tied into regional coordinates or uses more than two 
profiles, it requires several hours of availability on the test-bed and access to the crater, 
which is not always practical. 

The CMS and the SMX system provide an answer to the accessibility issue.  The 
CMS system does not solve the time problem, but it is invaluable when a highly accurate 
model is needed.   

The SMX system provides an answer to both time and accessibility issues.  
However, if the crater is large, it requires an elevated view to capture the entire crater in 
the FOV.  This is recommended by the authors as an optimal scenario, but is not 
necessary.  The crater can still be modeled from the ground using multiple stations 
around the crater rim.  In this case a majority of the crater needs to be captured in each 
FOV.  The edges of each image should overlap.  This method complicates the modeling 
process and adds additional time to the fielding and processing stages (i.e. multiple 3D 
models will need to be created and merged/stitched together).  

There are situations where the traditional survey, laser ranging system, and 
photogrammetric methods are interchangeable.  However, under tight time constraints or 



in dangerous situations, photogrammetry is the best choice.  It has proven to be an 
accurate method for crater measurements as well as in other environments. 

 
**Discussion of brand names does not imply endorsement by the U.S. Government** 
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Introduction 

In April of 2009, newscasts from Mexico proclaimed that hundreds of Mexicans 
were ill with an influenza virus which was later identified to be “swine flu.”  Reports 
abounded about a significant number of deaths and a large number of infected people.  
The disease quickly began to spread across international borders, with confirmed 
infections in the United States , Great Britain , New Zealand , Spain , Germany, 
and China .  The Centers for Disease Control and Prevention and the World Health 
Organization mounted a phenomenal campaign to educate people regarding “swine flu,” 
and the more appropriate title, “H1N1 Influenza Type A,” began to replace the term 
“swine flu.”  The disease was found in almost every state within the United States within 
several weeks of the initial infection.  An initial panic broke out regarding the deadly 
implications of “Swine Flu,” or “H1N1 Influenza Type A.”  The mass media prompted 
many to stay home, not spread the disease, and see a doctor if you showed signs and 
symptoms of the flu.  The most important symptom was dizziness, which normally does 
not occur with other strains of influenza.  Despite the media hype, the disease caused far 
fewer deaths and initial infections than many had predicted; the vast majority of those 
who were confirmed to have H1N1 Influenza A recovered.  

This paper will explore the following areas:  What are the criteria for an epidemic 
or pandemic?  What are the key differences between the two terms?  What is influenza?  
How does it infect populations?  Have there been other epidemics or pandemics in the 
past from which we can learn?  What conclusions can we draw from the past?  Did the 
Center for Disease and Prevention and the World Health Organization take the right steps 
to limit the swine influenza pandemic of April and May of 2009? 

 
Epidemic versus Pandemic 

The term, “epidemic,” is a word whose origin lies with Greek: “epi + demos,” 
meaning “Upon people.”1  An epidemic is a disease that remains in a limited geographic 
region, but may be widespread among the population of that region.  The term, 
“pandemic,” is a word of Greek origin also: “pan + demos,” which means “all people.”  
A pandemic is not isolated to a geographic region; the disease spreads far and wide, 
encompassing entire countries, continents, and possibly the world.2      Many people 
commonly mistake the meanings of the two words; epidemics are confined to 
geographical areas, whereas pandemics are widespread. 

 
Types of Influenza 

There are three major types of influenza, categorized by the suffixes A, B, and C.  
Influenza A is the type found in humans and many other mammals, including birds.  
Influenza A viruses have given rise to major epidemics and pandemics in both human and 
mammal/avian populations.  Influenza B is nearly endemic to humans and it is far less 



common than Influenza A.  It is occasionally found in populations of seals and ferrets.  
The genetic properties of Influenza B and its extremely limited host species preclude it 
from propagating a pandemic in humans.  Influenza C is found in humans, dogs, and 
swine.  It is also far less common than Influenza A, but it can produce virulent epidemics 
and extensive individual illness.  Strains of influenza are categorized according to two 
major surface proteins:  hemagglutinin, denoted byHx, where “x” is an integer, and 
neuraminidase, denoted by Ny, where “y” is an integer.  To date, medical science has 
identified sixteen distinct varieties of hemagglutinin and nine distinct varieties of 
neuraminidase found in influenza A.  As an example, both Spanish Influenza and Swine 
Influenza are categorized as H1N1 Influenza A.  Because Spanish Influenza and Swine 
influenza share similar typing, the Center for Disease Control and Prevention and the 
World Health Organization both issued strong statements in the early days of the most 
recent pandemic.  The diseases are structurally similar in major respects, but there are 
subtle genetic differences which identify them as either Spanish or Swine Influenza.3 
 

Medical science has a system that codifies influenzas using genetic coding.  An 
example of how influenza is categorized is shown in figure 1. 

 
 
Figure 1.  Categorizing Influenza 
 
Infection by and Replication of Influenza 

Hemagglutinin is a protein that causes cells to agglutinate, or clump together, 
close to the virus.  Hemagglutinin on the surface allows the influenza virus to attach itself 
to epithelial cells found in the throat, nose and lungs of mammals (and the intestines of 
birds); the virus then fractures sialic acid sugars and penetrates the cell membrane. 
 The hemagglutinin shell of the virus breaks open through a process calledendocytosis, 
releasing the interior contents of the virus into the host cell’s cytoplasm.  The viral 
proteins and RNA are then transported into the host cell’s nucleus, where they begin to 
“reprogram” the host cell’s nucleus to create a copy (or more likely several copies) of the 
virus.  Once these copies are made, the replicated viruses are transported to the Golgi 
bodies of the cell and, once released, bind to the interior cell membrane of the host cell. 
The neuraminidase proteins break down the sialic acids of the host cell’s cell membrane, 



allowing the new viruses to exit the host cell.  The cell dies after the cell membrane is 
ruptured from the interior.  Drugs now exist to combat either the action of 
the hemagglutinin protein interaction with possible host cells (also known as M2 
inhibitors) or the action of neuraminidase to release new viruses.  Examples of M2 
inhibitors are amantadine and rimantadine; neuraminidase inhibitors include such 
trademarked drugs as Tamiflu (oseltamivir) and Relenza (zanamivir).  Each drug is 
effective in preventing a number of different strains of influenza, but none of the drugs is 
effective in dealing with all known Hx/Ny combinations and types of influenza.4  

 
History of Influenza Pandemics 

There have been many epidemics and pandemics throughout the history of 
mankind.  With regards to influenza, a number of pandemics were recorded in the 
20th century.  The most notable were the Spanish Influenza (also known as H1N1 
Influenza Type A) of 1918, which now stands as the most important and widely studied 
pandemic; the Asian Influenza of 1957 (also known as H2N2 Influenza Type A); the 
Hong Kong Influenza of 1968 (also known as H3N2 Influenza Type A); and the Russian 
Influenza of 1977 (debatable as a pandemic, since it affected children only).  Other 
notable epidemics were the Swine Influenza of 1976 and the Avian Influenza of 1997.5  
Each pandemic is examined in some detail below. 

 
Spanish Influenza of 1918 

The Spanish Influenza Pandemic of 1918 infected approximately twenty to forty 
percent of the world’s population, eventually killing around twenty to one hundred 
million people worldwide, depending on the source.  Although exact figures are 
unknown, current evidence suggests that as many as six hundred seventy-five thousand 
Americans died over a two-year period during the outbreak.  There is little 
epidemiological or historical evidence that suggests the location of “patient zero.”6  
Most victims were young, healthy adults, suggesting that their own immune systems 
overreacted (also known as a cytokine reaction, often called a “cytokine storm”), filling 
the lungs with fluid in an attempt to combat the disease.  Most deaths from other strains 
of influenza occur in those who are advanced in years or who are very young; Spanish 
Influenza departed significantly from that norm.  The majority of deaths occurred from 
secondary bacterial infections such as pneumonia, but the virus itself caused 
hemorrhaging in the lungs resulting in a massive death toll.  Infection rates were as high 
as 50% in numerous populations.  No continent was left unscathed.  

As is the case with many pandemics, this occurrence of influenza did not make a 
single sweep unleashing death across the planet; instead, it progressed in waves, with the 
second generation killing far more than the first.7  No other recorded pandemic infected 
and killed more people across the globe, except the bubonic plague (Black Death) of the 
14th century. 
 
Asian Influenza of 1957 

The Asian Influenza was a pandemic outbreak of avian influenza that originated 
in China in early 1956; the pandemic lasted until 1958.  Unlike the Spanish Influenza 
Pandemic of 1918, the exact geographic origin of this pandemic was located.  The disease 
originated from avian influenza mutation in wild ducks which combined with a pre-



existing human strain.  The virus was first identified in Guizhou.  It quickly spread 
to Singapore by February 1957, reached Hong Kong by April 1957, and the United 
States by June 1957.  Approximately 69,800 people in the US died.  Estimates of 
worldwide death tolls vary widely depending on source, ranging from one to four 
million.  The Asian Influenza was identified to be the H2N2 strain of type A influenza, 
and an influenza vaccine was developed in 1957 to contain its outbreak.  Modern medical 
advances are credited with making this pandemic relatively short lived, and is certainly 
credited with saving the lives of many people across the globe.  The 
Asian Influenza strain later evolved by antigenic shift (a major RNA change) into H3N2 
which caused a milder pandemic from 1968 to 1969.  Both the H2N2 and H3N2 
pandemic strains contained avian influenza virus RNA segments.8 

 
Hong Kong Influenza of 1968 

Related to the Asian Influenza Pandemic of 1957, the Hong Kong Influenza of 
1968 was, in a sense, a mild pandemic as compared to the Spanish Influenza and the 
Asian Influenza.  The Hong Kong Influenza pandemic killed an estimated one million 
people worldwide.  In the United States , the disease killed an estimated 33,800 people. 

As the name implies, the disease was known to have originated geographically 
in Hong Kong.  As is the case for several pandemics in the past, the disease originated as 
a cross between avian influenza, human influenza, and swine influenza; the host 
organism was determined to be swine, and the disease then passed on to humans. 

The death rate was low for this pandemic; the fact that the Asian Influenza and 
the Hong Kong Influenza share the same neuraminidase protein distinction (N2), and that 
people had been vaccinated against H2N2 influenza A as a result of the Asian Influenza 
may have played a significant factor in limiting the effects of the disease; however, cross-
immunity is not generally well understood within strains and sub-types of influenza 
viruses.  It is known that infection rates were fairly high in Hong Kong, but the mortality 
rate was low.  As the disease spread across southeastern Asia, the death rate remained 
relatively low; people in that region still had a high immunity to the disease’s effects.  
Within Hong Kong, infections peaked two weeks after the pandemic started (patient zero 
was identified to have been infected on July 13, 1968), and subsided six weeks later.9 

 
Russian Influenza of 1977 

The Russian Influenza of 1977–1978 was an epidemic caused by influenza strain 
A/USSR/90/1977 (H1N1).  It infected mostly children and young adults under the age of 
23; adults over the age of 23 were spared because of similar events which occurred 
between 1947 and 1957.  These older adults had substantial immunity.  Some have called 
it an influenza pandemic, but because it only affected the young, it is not considered a 
true pandemic.  The virus was included in the 1978–1979 influenza vaccine.10  
Mortality rates were very low. 
 
Lessons Learned 

History has shown that pandemics do not follow a set cycle.  In the past, the 
Center for Disease Control and Prevention and the World Health Organization have made 
predictions that have not followed.  Several predictions regarding avian influenza since 
1997 have been localized, thereby earning the title of epidemic, but not pandemic; 



however, both organizations strongly suggested that the disease would be widespread and 
cause widespread infection and a significant number of worldwide mortalities.  The most 
recent events of April and May 2009 were also touted to cause the same net results.  
However, the number of confirmed infections was significantly below what prediction 
models suggested. 

People are certainly more well-informed and well-connected in “the Information 
Age” than in previous generations.  Using internet search engines yields a plethora of 
websites that offer advice; a number of them provide sound scientific principles that the 
ordinary person can take to prevent infection.  The news media has also taken on an 
important role.  Many newscasts have discussed the latest epidemic of swine flu; the 
media has suggested common-sense approaches proffered by both the Center for Disease 
Control and Prevention and the World Health Organization that are highly effective at 
limiting the spread not only of influenza, but other diseases as well.  On the other hand, 
some communities went substantially overboard in dealing with the possibility of an 
epidemic; schools were closed, graduation ceremonies and proms were cancelled, and 
people visiting foreign countries were quarantined, even though none was sick. 

Among the most important steps that the average person can take to prevent 
infection is vaccination.  Vaccinations are prepared using the best guesses from each 
hemisphere’s previous season’s influenza strain.  Many times, vaccinations are 
successful; however, influenza tends to experience antigenic drifts as time progresses.  In 
that case, the virus’s genetic information tends to drift slightly as the virus replicates 
itself in the host organism.  At other times, a more dramatic antigenic shift occurs.  In this 
case, the virus alters significantly, usually when the host has infections of different strains 
that combine in a host.  A new strain of influenza is created as the RNA sequences 
combine to form a new pattern, which then must be typed.  Antigenic drifts and antigenic 
shifts are the nemesis of vaccination programs.  Small variations in genetic material can 
render entire vaccination programs useless. 

An important step in preventing disease is keeping public places clean and 
sanitary.  Using household bleach, alcohol, and sanitary wipes has been shown to be 
extremely effective in controlling the spread of disease.  Some grocery stores have taken 
the precaution of using alcohol wipes to sanitize shopping cart handles.  Several news 
stories have aired and patrons expressed positive feedback that corporations were looking 
out for their personal welfare.  Such stories, while rewarding on a personal level, are 
compelling evidence of what average citizens can do to prevent disease. 

There is debate whether or not the Centers for Disease Control and Prevention 
and the World Health Organization exercised too much caution in the April 2009 
outbreak of swine flu, and whether such caution invoked panic and hysteria.  With only 
two deaths reported among US citizens (note:  those deaths were not conclusively linked 
to H1N1 Influenza A alone as of 10 May 2009) and widely varying numbers of deaths 
across the world for the first three weeks of known or suspected infections, the World 
Health Organization raised its pandemic influenza alert level to phase 5 on April 29.  In a 
quote from Doctor Margaret Chan, World Health Organization Director General, 
 

“Ladies and gentlemen, 
Based on assessment of all available information, and following several 

expert consultations, I have decided to raise the current level of influenza 
pandemic alert from phase 4 to phase 5. Influenza pandemics must be taken 



seriously precisely because of their capacity to spread rapidly to every country in 
the world. On the positive side, the world is better prepared for an influenza 
pandemic than at any time in history. Preparedness measures undertaken 
because of the threat from H5N1 avian influenza were an investment, and we are 
now benefitting from this investment.”11 

 
The mission of these organizations is to assess the situation and respond in the 

best way possible.  With the information available, the organizations executed their 
mission humanely and compassionately.  Experts from around the world contributed vital 
information which the Director General, Doctor Chan, used to make decisions.  Doctor 
Chan’s actions spurred many officials at the state and local level to make hard choices 
that ultimately have saved lives; it certainly limited the spread of H1N1 Influenza A.  
Predictive models indicated that H1N1 Influenza A would spread rapidly with potentially 
grave results.  

As of early July 2009, the United States reported approximately 210 deaths 
related to, but not necessarily caused directly by, H1N1.  The efforts made by the WHO 
and the CDC and the swift  actions of these organizations have minimized misery, 
suffering, and potential catastrophe. 

The WHO and CDC initiated a campaign to educate the ordinary citizen regarding 
precautions people should take.  Those efforts were effective, simple, and did not impact 
the struggling US economy adversely.  Parts of the economy, notably medical supply 
firms, received orders for goods that exceeded quarterly demand for several quarters in 
the fiscal year.  Suppliers of masks, for example, were overwhelmed by the urgent 
requests from many areas of the country.  People took the advice of the WHO and CDC; 
their personal actions limited the spread of the disease, reducing the predictive models to 
“worst-case scenarios.”  Vaccine manufacturers have significantly increased volume of 
flu vaccine for the northern hemisphere’s flu season, anticipating that H1N1 Influenza A 
could stage a massive return in the fall and winter of 2009 and 2010. 

 
The Role of the Defense Threat Reduction Agency and the Defense 
Nuclear Weapons School 

The Defense Threat Reduction Agency (DTRA) plays a vital role in making the 
world safer.  DTRA employs a team of experts who closely monitor disease outbreaks 
across the globe.  These experts have a variety of tools available to provide models and 
simulations which predict the spread of diseases, including Nuclear Biological Chemical 
Casualty and Resource Estimation Support Tool (NBC CREST).  This tool is especially 
useful in determining the length and severity of epidemics. 

DTRA is an integral institution partnered with the Department of Homeland 
Security.  DTRA works with DHS to ensure that the general population is given accurate, 
pertinent, and appropriate information to combat the effects of infectious diseases.  
DTRA has a vested interest in protecting both the military and the general population, 
which is evident in DTRA’s mission and vision statements. 

The Defense Nuclear Weapons School is limited in its capability to instruct 
government employees in biological defense.  The school does have a distance-learning, 
web-based application available to authorized users, namely Pandemic Influenza 
Overview (PIO).  This brief class, vetted and peer reviewed by DTRA’s team of experts, 



gives the student an overview of how influenza is transmitted, what influenza is, and 
ways to decrease the chances of a person being infected by various strains of influenza. 

 
Conclusion 
History has shown that pandemics can be unpredictable and deadly, and that they can 
have dire consequences.  From each pandemic of the 20th Century, medical science 
gleaned volumes of information.  Advances in treatment, gene sequencing and 
identification, and vaccination programs each has contributed to saving lives.  Common 
sanitation practices also contributed to preventing infection.  The Center for Disease 
Control and Prevention and the World Health Organization took advantage of lessons 
learned from history, predictive models, and information that transited from across the 
globe to issue warnings and raise awareness.  The actions of these organizations 
prevented a large-scale pandemic.  While future historians may suggest and debate that 
the organizations overreacted, it is certain that their execution of events was systematic 
and that their recommendations saved lives.  History has recorded instances where 
government and private organizations were too slow in reacting to developing situations 
to the detriment of populations; the WHO and CDC made the right recommendations.  
We have proven that we have learned from history.  We have proven that fast action can 
prevent epidemics and pandemics.  Though we have no cure for influenza, we can take 
significant protective measures at multiple levels to ensure that this, or any other disease 
we encounter, will not result in widespread illness, death, or other catastrophic impacts. 
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Abstract 
This article provides an overview of the relationships between doctrine strategy 

and policy as influenced by the Goldwater-Nichols Act of 1986 and as they relate to the 
employment of the joint force.  It describes the importance of understanding these 
respective roles and influences within each arena, especially when strategy identifies a 
threat to national security for which doctrine has not matured.  Understanding the 
implications of strategy and policy on joint doctrine is important. This article provides 
some insight as to how the lack of coordination in these areas affects the development 
and implementation of operational plans.  

 
Relationship of Joint Doctrine, Strategy and Policy 

The lack of sufficient joint doctrine prior to 1986 was considered to be one of the 
contributing factors that caused, according to Representative Ike Skelton, “the inability of 
the [Joint Chiefs of Staff] to provide clear, and concise and timely and responsive 
military advice” to the President.  (House, p 50, 1983)  This lack of clear advice from the 
Chairman, Joint Chiefs of Staff (CJCS) had several significant negative aspects and was 
seen by Congress as a critical flaw in our National defense. 

When the Goldwater-Nichol Act was passed, among its many provisions was the 
statutory authority given to the CJCS for the development of doctrine for the joint 
employment of the Armed Forces. (Public, § 153, (a) (5) (A))  During Congressional 
meetings that led up to the passage of Goldwater-Nichols Act, General John W. Vessey 
stated, “Strategy must be translated into plans and plans must be quickly 
executable.…The foundation of joint planning is joint doctrine.”  (House, pp 83-84, 
1983)  General John Shalikashvili, on the 10th anniversary of Goldwater-Nichols 
said, "Joint doctrine has emerged as a central organizing force in our military 
operations.…The effectiveness and practical value of joint doctrine has been 
demonstrated numerous times in joint and combined operations around the globe."  
(Roberts, 1996) 

These statements accentuate the importance of the relationship of joint doctrine to 
strategy in the conduct of today’s unified action and joint operations.  The enactment of 
the Goldwater-Nichols Act provided the Chairman greater ability to fulfill statutory 
requirements as the primary military advisor to the President and the Secretary of 
Defense (SecDef).  This article will provide a brief overview of the relationships between 
doctrine, strategy, and policy as they relate to the employment of the joint force.  

 
Strategy and Doctrine 

As strategic guidance progresses toward operational employment of joint forces, 
the relationship with doctrine increases.  (See Figure 1)  The National Security Strategy 
(NSS) broadly outlines objectives and policies for how the government will engage with 
the world community and confront our prominent strategic threats.  The NSS provides us 



with “what” is to be accomplished.  Once the NSS is published, the Department of 
Defense (DOD) produces the National Defense Strategy (NDS) and the National Military 
Strategy (NMS), which outlines the “ends,” “ways,” and “means” to accomplish the 
strategic objectives.  The “ends” identify the goals that must be achieved to secure the 
national objectives.  The “means” (capabilities) needed to accomplish these objectives 
either exist in the current force structure or they need to be developed.  If the current 
“ways” (including doctrine) are insufficient to meet the threat they must evolve through 
experimentation, operational experience, and the development of transformational 
capabilities.  (NMS, 2004, p 9)  

 

 
 
The Joint Strategic Planning System (JSPS) is the primary means for the 

Chairman to meet statutory requirements related to the preparation of strategic plans and 
developing doctrine for the joint employment of the Armed Forces.  (CJCSI 3100.01B, p 
A-1)   Under JSPS, the Chairman provides the SecDef advice on critical capability 
strengths and deficiencies that effect the accomplishment of national security objectives. 
 When the NSS, NDS, or NMS addresses a new or emerging threat before doctrine has 
sufficiently matured (e.g. combating weapons of mass destruction found in the 2002 
NSS) a capability gap may exist.  The JSPS describes two distinct, but interrelated 
processes for the force to employ existing capabilities to meet the current threat and the 
development of future capabilities required by the force to meet the emerging threat.  
Essentially, if the capabilities to meet the threat exist in the force structure, then strategic 



guidance will follow the path of “Employ the Force.”  If the capability needs to be 
developed, tested, and/or verified then the strategic guidance will follow the “Develop the 
Force” pathway.  (CJCSI 3100.01B, p A-10, Figure 4)  Operational strategy and 
planning, as well as joint doctrine, can only address extant capabilities.  

The Chairman’s advice informs National Security and Defense teams each year 
and provides the military baseline for staff interaction and development of critical work 
such as the National Security Strategy (NSS) and Quadrennial Defense Review.  (CJCSI 
3100.01B, p D-1)  This military and strategic advice cuts across missions, domains, 
functions, and time to inform the development of defense strategy, policy, doctrine, and 
guidance.  The Chairman is charged with developing doctrine for the joint employment of 
the Armed Forces, formulating policies for the joint training of the Armed Forces, and 
formulating policies for coordinating the military education and training of members of 
the Armed Forces.  (Public, § 153, (a) (5) (A), (B), (C))   

The Chairman provides unified strategic direction of the Armed Forces by linking 
strategic objectives and concepts to the plans, resources, doctrine, and joint activities 
required to implement them.  Implementation of national and defense guidance is 
accomplished through the issuance of direction for strategy, planning, and doctrine 
development.  The NMS and the Joint Strategic Capabilities Plan (JSCP) are the primary 
strategic documents within the JSPS that the Chairman employs to assist in providing 
direction to the Armed Forces.  (CJCSI 3100.01B, p A-6)  

A primary role of joint doctrine is to provide guidance for unified action in the 
employment of US military power.  As such, joint doctrine is inexorably linked to the 
development of national military strategy.  In general terms, joint doctrine establishes a 
link between the “ends” and the “means” by providing the “ways” (how) for joint forces 
to accomplish military strategic and operational objectives in support of national strategic 
objectives. (CJCSI 5120.02 pg A-4)   

Doctrine provides the joint force with guidance derived from the analytical study 
of our experiences and best beliefs.  It, therefore, provides the basis to educate and train 
our forces regarding that guidance and those beliefs.  With this doctrine-based training 
and education our forces are able to operate from a common basis of understanding so 
that concepts can be developed to provide alternatives for the future.  Joint doctrine is the 
governing guidance to provide a common basis of knowledge and understanding for force 
actions. The functions of education, training and experience provide the pathway to 
establishing doctrine’s relationship to strategy and decisions regarding policy.    

Joint doctrine provides the Chairman and combatant commander with a portion of 
the knowledge base for making strategy decisions.  A set of doctrinal principles allows 
our leaders to avoid having to “re-invent the wheel” or repeating past mistakes at 
considerable risk and cost.  It is primarily based on a foundation of “best practices,” 
analysis of our experiences, and our beliefs.  Thus, joint doctrine provides a foundation 
from which one can communicate with professional peers, superiors, and subordinates in 
common terms.   This joint doctrine is then the universal language to understanding and 
addressing situations requiring clear, concise, and logical decisions.  Doctrine provides a 
common point of understanding from which an organization can depart on another course 
of action.  Doctrine should inform the development of strategy and exert significant 
influence on strategy decisions. 

 



Policy and Doctrine 
Joint policy and joint doctrine are closely related, but they fundamentally fill 

separate requirements.  Joint doctrine does not establish joint policy (which is reflected in 
Chairman Joint Chiefs of Staff (CJCS) instructions or CJCS manuals).  But it is also true 
that CJCSI/Ms provide policy and guidance that do not involve the employment of 
forces.  (CJCSI 5120.02, p A-1, and CJCSI 5701.01B, p A-1)  Most often policy will 
drive doctrine.  Policy makers and doctrine developers should work interactively and in 
full understanding of the other arena, striving to issue harmonized policy and doctrine. 

When a void is identified it is not always apparent whether developing a solution 
will require new (or revised) doctrine or policy (or perhaps both).  As a general rule, if 
the need can only be adequately addressed by using such prescriptive words as "shall" 
and "must" then the void is in policy and policy development should precede doctrine 
development.  It is the responsibility of the Joint Staff, J-7 to ensure joint doctrine is 
consistent with DOD and CJCS policy.   (CJCSI 3100.01B)  



The following chart summarizes distinctions between joint policy and joint 
doctrine. 

      JOINT POLICY                                                  JOINT DOCTRINE 
Is authoritative Is authoritative 

Found in Chairman, Joint Chiefs of 
Staff Instructions and Chairman, Joint 
Chiefs of Staff Manuals 

Found in Joint Publications that 
IAW the Goldwater/Nichols Act can only be 
promulgated by the CJCS. 

Can direct and manage the 
development of new capabilities 

Uses extant capabilities 

Provides guidance for the Armed 
Forces of theUS to be prepared to perform 
its assigned roles 

Provides authoritative guidance and 
standardized terminology on topics of 
relevance to the employment of military 
forces 

Create new roles and a requirement 
for new capabilities 

Provides command relationships, 
roles and responsibilities, and planning 
considerations. Enhances the operational 
effectiveness of the Armed Forces 

Often drives doctrine Will not establish policy 

Doctrinal terminology may not be 
appropriate to illuminate resource or 
requirement documents; is not limited by 
the constraints imposed on the development 
of doctrinal terms. 

Terminology must be consistent in 
meaning throughout all 77 joint publications 
to avoid confusion in the employment of 
joint forces and ensure unified action 

Not defined in JP 1-02 
CJCSI 5701.01B definitions of 

documents containing policy: 
CJCSI – “CJCS policy that does not 

contain joint doctrine or concern 
employment of forces in joint operations.” 

CJCSM – “Procedures; may 
supplement CJCSI or stand alone; usually 
contains specific models and examples” 

JP 1-02 definition: 
Joint doctrine - Fundamental 

principles that guide the employment of US 
military forces in coordinated action toward 
a common objective. Joint doctrine 
contained in joint publications also includes 
terms, tactics, techniques, and procedures. It 
is authoritative but requires judgment in 
application. 

Prescriptive Not dogmatic; it aids thinking about 
operations but does not replace the 
commander’s judgment 

Tells what to do but provides little or 
no information on the employment of joint 
forces 

Identifies the ways, means, and 
organization required to employ the joint 
force and describes how we operate with 
extant capabilities. 

 
 



The SecDef has directed the use of Joint Pub (JP) 1-02 Department of Defense 
Dictionary of Military and Associated Terms throughout DOD to ensure standardization 
of military and associated terminology.  (DOD Directive 5025.12, p2)  Policy makers 
should coordinate closely with the doctrine community to ensure that terms used in DOD 
or CJCS documents do not conflict with approved definitions in JP 1-02.  However, 
terminology used in policy documents serves a different purpose (e.g. such as providing 
guidance to resource or requirement documents) than doctrinal terminology which is 
developed to support the employment of forces.  The use of joint doctrine standardizes 
terminology, training, relationships, responsibilities, and processes among all US forces 
to free joint force commanders and their staffs to focus their efforts on solving the 
strategic, operational, and tactical problems confronting them.  Because of these 
differences, doctrinal terms found in JP 1-02 may not be useful in providing necessary 
guidance in policy.  Terminology development to support policy is typically not limited 
by the constraints imposed on the development of doctrinal terms.   

There are occasions when military strategy will use terms in a way that is 
inconsistent with those published in joint doctrine.  In these cases DOD policy requires 
the caveat “This term and its definition are applicable only in the context of this 
publication and cannot be referenced outside this publication” be inserted.  Military 
planners must exercise care, therefore, in using terminology found in policy or strategy as 
the basis for operational planning.  Although the terms may meet the needs of strategy 
and policy, they may not be consistent for the employment of the joint force.  Until terms 
have been modified in or added to JP 1-02 via the development of new or modified joint 
doctrine, they are not authoritative for the joint employment of the Armed Forces.  

Procedures to resolve terminology conflicts are detailed in CJCIS 5705.01 
Standardization of Military and Associated Terms and CJCSI 5120.02 The Joint Doctrine 
Development System.  

Strategy and policy makers should be aware that documents that promulgate 
definitions that are inconsistent with joint doctrine complicate the joint doctrine 
development and infringes on established terminology standardization (regardless of the 
required caveat process).  This situation is, perhaps, most likely to occur when strategy 
has identified new threats for which doctrine is still immature, such as when the National 
Military Strategy to Combat Weapons of Mass Destruction was released in 2002.  

 
Conclusion 

Today’s joint doctrine is the official repository of the collective wisdom derived 
from in-depth analysis of US and other military operations, lessons learned, and other 
experiences.  As such, it should be the theater and operational level strategist’s 
fundamental guide in decision making.  The Chairman has provided a process to ensure 
that extensive review is exercised in the development of joint doctrine to ensure that it 
contains the necessary wisdom and beliefs for success.  Each joint publication contains a 
statement that “the publication is authoritative; as such this doctrine will be followed 
except when in the judgment of the commander, exceptional circumstances dictate 
otherwise.”  Placing this wisdom in Chairman approved joint doctrine provides greater 
potential for reducing errors in future strategic decisions. 

Although joint doctrine is neither policy nor strategy, it serves to make US policy 
and strategy effective in the application of US military power. (JP 1 and CJCSI 5120.02)  



Joint doctrine consists of fundamental principles that guide the employment of US 
military forces in coordinated action toward a common objective.  An important aspect of 
joint doctrine is that it is developed in coordination with the combatant commands that 
employ joint forces and the Services who provide the trained forces.   Combat support 
agencies are also active members of the joint doctrine development community.  The 
Defense Threat Reduction Agency (DTRA) has exerted a significant influence in joint 
doctrine development, including combating weapons of mass destruction, since 2004.  

More than 20 years after the enactment of the Goldwater-Nichols Act, the 
significance of joint doctrine in the development of strategy and policy is, perhaps, not 
well appreciated.  Strategy generates policy and both of these influence the development 
of new and revised doctrine.  Extant doctrine, in turn, informs and influences the 
development of strategy and policy.  The more strategy makers, policy makers, and 
doctrine developers understand the other arenas and work interactively, striving to issue 
harmonized strategy, policy, and doctrine the better the joint force will be informed on 
how to plan, train, and develop the joint force to meet the threats that face us today and in 
the future. 
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DTRA where he retired 1 July 2007.  Mr. Isitt’s office is located within US Joint Forces 
Command’s Doctrine and Education Group in the Joint Warfighting Center. 
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Abstract 
Radioisotope thermal generators (RTG) are required for NASA to complete its 

mission. RTGs are the power supply of choice for many remote terrestrial and space 
applications as they provide an autonomous source of high-density energy, a consistent 
power supply over a very wide variety of conditions and can remain in service for 
decades, without refueling. RTGs are required for future NASA missions because the 
solar flux is too weak to power instruments for any mission past Mars. Additionally, 
missions too close to the Sun also require RTGs as no solar panel currently exists that can 
perform consistently at the anticipated temperatures. 

Pu-238 is an appropriate choice for many NASA missions. This is due to its high 
power density, low radiation levels, high thermal stability and low solubility. However, 
the United State has not produced Pu-238 since the K-Reactor ceased production in the 
late 1980’s. The US national stockpile of Pu-238 is exhausted, for several years Pu-238 
was purchased from Russia . Russia is now unable to sell more Pu-238 to the United 
States . This paper analyzes the possibility of using the Advanced Test Reactor to 
irradiated Np-237 and Am-241 targets to produce Pu-238 and finds that both methods 
will produce Pu-238. The irradiation of Np-237 can potentially produce Pu-238 with and 
isotopic purity above 99%, while Am-241 will produce Pu-238 with an isotopic purity of 
less than 50%. 

 
Introduction 

RTGs are a familiar choice for space applications. RTGs depend on the decay of a 
radioactive source to produce heat. Radioactive decay is dependant only on time, so the 
extreme environments in space, such as extreme temperature and cosmic radiation do not 
affect the decay of the atoms in a RTG. However, these conditions can severally degrade 
the performance of a chemical or solar power supply. Additionally, RTGs are not 
dependant on the sun for an energy supply as solar panels are. This creates a challenge 
for solar panels that RTGs are immune to as flux of solar photons in space is not constant 
but varies with distance from the sun, following the inverse square law. The intensity of 
the solar flux is given by the following equation. 
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This shows that the solar flux will fall by a factor of four every time the distance 
from the sun is doubled. So the 1360 W/m^2[i] flux that is available in Earth’s orbit falls 
to 714 W/m^2 at the orbit of Mars and 55 W/m^2 at the orbit of Jupiter. As a probe 
travels further from the sun, solar panels have to become ever larger to produce a given 
power and at some point become unfeasible. RTGs do not have this spatially dependant 
limitation and can deliver more power for less weight throughout much of the solar 
system. 

NASA has chosen to use Pu-238 to fuel its RTGs for space missions. Pu-238 
provides a unique combination of high heat output, .57 Watts/gram, and a relatively long 
half life, 87.7, which allows for a low weight while providing adequate power for 
instrument for more than a decade. Another benefit of using Pu-238 is that it has a low 
solubility and tends fracture into piece that are irrespirable on impact, both of which are 
desirable attributes in the case of a launch or some other failure[ii]. 

Production of Pu-238 began in the United States in the 1950’s at the Savannah 
River Site. Production continued for almost thirty years ceasing with the closure of the K-
reactor at Savannah River. In the 1990’s NASA supplemented its supply with material 
purchased from Russia . The capability to produce Pu-238 is at present not available by 
any domestic or foreign entities[iii]. 

Two methods of Pu-238 production are considered in this paper; the irradiation of 
Am-241 and Np-237. Producing Pu-238 with a feedstock of Am-241 requires the Am-
241 to absorb a neutron becoming Am-242, which has two possible methods of decay. 
The first decays by alpha emission to Np-238, which finally emits a beta and becomes 
Pu-238. The second decay scheme of Am-242 is to beta decay to Cm-242 which will 
alpha decay to Pu-238. The second method under consideration is irradiation of Np-237. 
In this method Np-237 is bombarded by neutrons becoming Np-238, which beta decays 
to Pu-238. 
 
Methodology 

To determine the which method should be pursued for the production of Pu-238 
the following factors will be considered 
 
·         The relative abundance of Pu-238 created to all other plutonium isotopes 
·         The amount of waste created 
·         Length of time required for production or steps required 
 

The relative isotopic abundance is perhaps the most important criteria for 
selecting a method of Pu-238. Other elements can be separated out chemically, but other 
plutonium isotopes cannot be removed from the final product. Two other important 
factors are the amount of actinides produced and the length of time of production. 
Any transuranic isotopes, that is any elements heavier than uranium, produced will have 
to be stored for many years. U-232 in particular is an isotope that is undesirable as one of 
its daughters, Tl-208, emits a very penetrating 2.6 MeV gamma that is difficult to shield 
and could potentially introduce an unacceptable hazard to workers and make long term 
storage more challenging and expensive. The length of time is crucial, NASA has 



specific launch windows of when it is possible to complete their missions. Relying on 
future technology that is not already available is not an option. Lastly, the number of 
steps required to produce the Pu-238 could make it prohibitively expensive or too much 
handling of nuclear material could cause an unacceptable dose to workers. 

To anticipate results from a live experiment SCALE 5.1, a software package 
developed and maintained by Oakridge National Laboratories for performing spent fuel 
characterization, will be used in combination with actual conditions within the Advanced 
Test Reactor (ATR) (appendix 1) at Idaho National Laboratories. The ATR was chosen 
as it is perhaps the most likely candidate to perform future tests and possibly even 
production of Pu-238. It is anticipated that while these predictions will not be exact, they 
will be of a high enough accuracy to evaluate whether or not a specific production route 
is worth the expense of pursuing with a live experiment. 

When the Np-237 and the Am-241 targets are in the reactor, they will be 
bombarded by a neutron flux. When a neutron strikes the nucleus of an atom, a variety of 
interactions can occur. The neutron may strike the nucleus and deflect off or it may be 
absorbed. If the neutron is absorbed it may become a long-term member of the nucleus, 
this nucleus with an extra neutron will be in an excited state and will emit a gamma ray. 
This is known as a (n,γ) reaction. Another possibility is the absorbed neutron will cause 
the nucleus to fission, this is known as an (n,f) reaction. Another possibility is that the 
neutron does not become a long-term member of the nucleus. It is part of the nucleus 
only briefly and shortly after it is absorbed by the nucleus it escapes bringing either 
another neutron with it, an (n,2n) reaction. While there are many other possibilities, these 
are a few of the most common and the interactions of interest for this subject. 

To help predict which of all the possible interactions will occur the concept of a 
cross-section is used. A cross-section can be thought of as the surface area of a nucleus 
that a neutron “sees” while in approach, the size of the “area” is proportional the 
probability of a given reaction occurring. It has units of barns. 1 barn (b)= 1e-24 cm^2, 
roughly the cross sectional area of the uranium nucleus[iv]. 

Many nuclei, Np-237 and Am-241 included, are known as 1/v absorbers. These 
are nuclei who at very low neutron energies, E≈ 0, have very high absorption cross 
section which decreases as the neutron energy increases by the ratio of 1/v, where v is 
neutron velocity and is proportional to the square of the neutron energy. This relationship 
holds true up to the resonance region. All nuclei have discrete energy levels, much like 
electron orbits in the electron cloud. When a neutron’s energy exactly matches one of 
these energy levels a reaction is much more likely to occur. These special energies where 
a reaction is more likely to occur are known as resonances. The lower energies tend to be 
somewhat further apart while the higher energies tend to be very close together. Finally, 
after the resonance region the cross section changes as a function of energy. This region 
is different for every nucleus. For example the graph on the next page on the left 
represents the (n,g) cross section, in barns as a function of neutron energy for Np-237. 
You can see the 1/v region on the left that descends towards the resonance region that 
initially has a few distinguishable resonance peaks. As the neutron energy continues to 
increase, the peaks grow indistinguishably close together, as the energy levels of the 
nucleus approach unity. Then abruptly the neutron energy is higher than the highest 
energy level for Np-237 and a different slope appears. This particular one approaches the 
1/v shape and then drops quickly after about 1 mega electron volt (MeV). Compare this 



to the (n,f) reaction for the same isotope. As you can see the initial shape, in the 1/v 
region is similar, the resonance region looks slightly different, and then after the 
resonance region the fission cross section drops slightly and then begins to rise again 
after about 1 MeV. This is because the extra energy the neutron supplies increases the 
probability of a fission reaction that is unfavorable at lower energy levels. Note the scale 
of the cross section for both isotopes. The initial (n,g) cross section is near 10,000 b as 
the neutron energy approaches zero, while 1 b is the value for the (n,f) cross section as 
neutron energy approaches zero. From these two graphs it is apparent that for all energies 
less than 1MeV the (n,γ) reaction is more likely than the (n,f).  
 
 

 
Two different regions of neutron 
absorption are discussed in this paper. 
The first is thermal absorption, which 
occurs when neutrons are in thermal 
equilibrium with their surroundings. 

The second is the resonance intergral, which is the probability that a neutron will be 
absorbed somewhere between its initial energy, somewhere in the range of 2 MeV and a 
thermal cut off value, 0.5 for this paper. The resonance integral is defined as  
 

 
 
The average cross section over the resonance integral then becomes 
 

 
 

The average resonance integral cross section is the average cross section for a 
given isotope as a neutron is slowing down from its initial speed, assumed to be 2 MeV, 
to a thermal cutoff value,  0.5 eV. Neutrons have their highest absorption cross section 
near the thermal value, but the resonance cross section will sometimes be larger, this is 
because the resonance integral includes the probability of being absorbed in any one of a 
large number of collisions in any energy between 0.5 eV and 2 MeV, while the thermal 
cross section is absorptions within a few hundredths of an eV of 0.0253 eV. 



 
Approach 

Two methods of Pu-238 production are considered in this paper. The first is 
irradiation of Np-237. This is the proposed irradiation/decay scheme. 
 
Np-237(n,γ) → Np-238 → β- →Pu-238 
 
Where β- represent beta decay. This is the most likely series of reactions. Below is a list 
of all possible reactions, their thermal cross section, resonance integral and half-life. 
 
Nuclide Event Thermal Cross 

Section (b) 
Resonance 
Integral (b) 

Half-Life 

Np-237 (n,γ) 150 650 2.14 e 6 years 
  (n,f) 0.02 7   
Np-238 (n,γ) 450 No information 2.12 days 
  (n,f) 2100 900   
Pu-238 (n,γ) 540 200 87.7 years 
  (n,f) 18 33   
 
All other events have a cross section of less than 0.01 b[v]. 
 

The table above shows that indeed the proposed irradiation/decay scheme is the 
most likely to occur. Np-238 does have a large, 2100 b, thermal fission cross section, 
however, because not very much of it will be produced due to the relatively small 
absorption cross section for Np-237 and it short half life, not very much of it will exist at 
any given moment. This is important, as fissioning nuclei will have many short-lived 
radioactive products, which will make handling and chemical separation more 
challenging and expensive. Additionally, given the relatively large thermal cross section 
of Pu-238, it should not be left in the reactor for more than 300 days as this will lead to 
the production of Pu-239 and lower the isotopic purity of the final product. Lastly, very 
few, less than 0.001% of, the Pu-238 atoms will spontaneously fission. 
The second proposed irradiation/decay scheme is two possibilities, the first is 
 
Am-241(n,γ)→ Am-242 → α → Np-238→ β- →Pu-238 
 



 
The following is a table of the possible reactions, their thermal cross sections, resonance 
integrals and half-lives including Am-243, and Am-244 which will also be created in this 
scheme 
 
Nuclide Event Thermal Cross 

Section (b) 
Resonance 
Integral (b) 

Half-Life 

Am-241 (n,γ) 50 550 432.7 years 
  (n,f) 3.2 14   
Am-242 (n,γ) 1700 200 141 years 
  (n,f) 7000 1800   
Am-243 (n,γ) 1700 110 7370 years 
  (n,f) 0.074 0.06   
Np-238 (n,γ) 450 No information 2.12 days 
  (n,f) 2100 90   
Pu-238 (n,γ) 540 200 87.7 years 
  (n,f) 18 33   
[vi] 
 

This reaction has many possible outcomes. In addition to producing Pu-238, this 
process will also create Am-243, Am-244, Cm-244, Np-238, Np-239, Pu-239, Pu-240, 
and their daughters, on a scale that is similar to the amount of Pu-238, also there will be 
more fission fragments produced in this scheme than the previous one. This will create a 
product that has a lower isotopic purity, a wider variety of nuclides coming out of the 
reactor and is more difficult to handle and store. 

The reason that this decay scheme has two possibilities is when Am-241 absorbs a 
neutron will transmute into one of two different states of Am-242. The first and less 
common state alpha decays as is described above, the more common, the second more 
common state is this. 
 
Am-241(n,γ) → Am-242 → β- →Cm-242 → α → Pu-238 
 



The following is a table of the possible reactions, their thermal cross sections, 
resonance integrals and half-lives including Am-243, and Am-244 which will also be 
created in this scheme 
 
Nuclide Event Thermal Cross 

Section (b) 
Resonance 
Integral (b) 

Half-Life 

Am-241 (n,γ) 190 1300 432.7 years 
  (n,f) 3.2 14   
Am-242 (n,γ) Very small Very small 16.02 hr 
  (n,f) 2100 3   
Cm-242 (n,γ) 20 120 163 days 
  (n,f) <5 <5   
Cm-243 (n,γ) 130 220 29.1 years 
  (n,f) 610 1600   
Np-238 (n,γ) 450 No information 2.12 days 
  (n,f) 2100 90   
Pu-238 (n,γ) 540 200 87.7 years 
  (n,f) 18 33   
 

Like the previous scheme this will produce a wide variety of nuclides, there will 
be considerably less of them as in this scheme the half-life of Am-242 is short, 16 hours, 
and the (n,γ) reaction for Cm-242 is relatively small.  As in the previous scheme Cm-243, 
Cm-244, Pu-239, Pu-240 and fission fragments will all be found in this scheme. 

In all scenarios anything that is not Np-237, Np-238, Cm-242 or Pu (all isotopes) 
is considered waste. After one run in the reactor Am-241 will be mixed with a variety of 
other isotopes and will most likely not be reusable for this process, depending on isotopic 
ration of Am-241 to all other Am isotopes. For the Pu, what is produced is there and will 
not be isotopically separated. Additionally, it is most likely that the waste will not only 
be transuranic waste (TRUW) but will include chemicals required for the elemental 
separations potentially causing it to be characterized as mixed waste, which generates 
additional safety requirements.  The Np is recyclable[vii]. This is because all of the 
other Np isotopes have short half-lives, <2.4 days, within 2 weeks the isotopic purity of 
Np-237 will be ≈ 100%. 
 
Results and Discussion 
Irradiating 100 g of Np-237 in area I for 30 days creates the following results 
 
 
Mass Pu (all isotopes) Mass Pu-238 Isotopic Purity Pu-238 
0.789 g .784 g 99.34% 
Mass Np-237 (remaining) Mass Np-238 U-232 
99.2 g   5.35 e -9 g 
 

This method produces very promising results. Np-237 absorbing one neutron, 
becoming Np-238, which decays to Pu-238, with neither isotope absorbing a neutron is 



the most common interaction under these conditions. Keeping the Np-237 in the reactor 
longer would produce more Pu-238 but would allow more time for the Pu-238 or the Np-
238 to absorb a neutron and become an undersirable product. Additionally, a small 
amount, <0.01 g, of Np-237 will fission. 
 
Irradiating 100 g of Am-241 for 100 days produces the following results 
 
Mass Pu (all isotopes) Mass Pu-238 Isotopic Purity Pu-238 
3.31 g 1.53 g 46.3% 
Am-241 remaining Cm-242 U-232 
87.6 g 6.817 1.22 e -10 g 
 

This method initially produces about twice as much Pu-238 as would be produced 
from irradiation Np-237. However, this method also produces a large amount of Cm-242 
which alpha decays to Pu-238 with a half life of 163 days. If this is allowed to decay over 
800 days then 5.53 g of the Cm-242 will have become Pu-238. Additionally, allowing for 
a period of several years to pass will allow many of the fission fragments that are created 
to decay to stable isotopes. This will make the irradiated targets less radioactive and 
therefore easier and cheaper to handle. 
 
Am-241 Irradiation for 100 days then allowed to decay for 800 days 
 
Mass Pu (all isotopes) Mass Pu-238 Isotopic Purity Pu-238 
9.87 g 8.09 g 82% 
Am-241 remaining Cm-242 U-232 
87.6 g 0.222 g 1.22 e -10 g 
 

The method of irradiating Np-237 has been used in the past by the Department of 
Energy to create Pu-238. As is shown in this paper a small amount, less than 1 % of the 
Np-237 is converted to Pu-238 over the period of a month inside the ATR. This creates 
the requirement of recycling Np-237 through the process many times, which is time 
consuming, expensive and requires more handling. Using Am-241 instead will require 
less handling as it generates much more Pu-238, more than 6 grams of Pu-238 for every 
100 g in the reactor. Additionally, since this scheme does not call for the recycling or 
reuse of the Am-241 and allowing it to be stored for several years this will reduce the 
radioactivity of the fuel and the cost associated with handling it. Lastly, Am-241 is 
already commercially available and used in a wide range of medical, industrial and 
consumer applications and Los Alamos National Labs have a process that they are trying 
to make commercially available that may expand that supply in the near future[viii]. 
 
Recommendation 

Expand research of possible Pu-238 production via the neutron bombardment of 
Am-241. This technique can produce more Pu-238 than the irradiation of Np-237, with 
less handling of the fuel. Taking advantage of the production of Cm-242 would allow the 
curium to be separated from all of the other products, then allowed to decay, this would 



produce very high purity Pu-238[ix]. Additionally, as Am-241 is already commercially 
available it could prove to be a cheaper feedstock than Np-237. 
 
Nomenclature 

 
 

 

 
 

 
 

 
 

 
 

 
 

 
 
Appendix 1 
Schematic of the Advances Test Reactor at Idaho National Labs, the different positions 
referred to in the body of the paper can be found here[x]. 
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Introduction 

The goal of a Shelter-In-Place (SIP) strategy is to reduce human exposure(s) to 
intentional and accidental releases of chemical, biological, radiological, and/or nuclear 
(CBRN) agents and toxic industrial chemicals (TIC).  Should such an event occur, the 
U.S. Department of Homeland Security (DHS) recommends expedient SIP when 
evacuation is not immediately possible. (DHS, 2008)  Expedient SIP is the process used 
to seal a selected room to create a temporary barrier between individuals and the 
contaminated air.  The recommended process involves using plastic sheeting and duct 
tape to seal windows, doors, and air vents to reduce air infiltration into the room.  
Additionally, SIP strategy also involves turning off fans of forced air type heating 
ventilation and air conditioning (HVAC) systems within a sheltered facility.  The latter 
aspect is the focus of this study. 

Recent history has shown the need for SIP due to accidental releases of toxic 
industrial chemicals (TICs).  On 11 April 2003, an explosion at the D.D. Williamson & 
Co., Inc plant in Louisville, Kentucky, where food-grade caramel was manufactured, 
damaged the western end of the facility and released 26,000 pounds of ammonia killing 
one worker and forcing the evacuation of 26 residents with 1,500 local residents required 
to SIP. (USCSB, 2004) Similarly, on 28 June 2004, a Union Pacific Railroad train 
collided with another train in San Antonio, Texas, resulting in approximately 9,400 
gallons of liquefied chlorine being released.  Three fatalities and 66 casualties resulted 
from the accident. (DOT, 2004) The 1995 Tokyo sarin release demonstrated the potential 
for a CBRN agent release within a commercial structure. (Chan., et al, 2007a; Chan et 
al., 2007b) 

A critical aspect of sheltering is time.  An effective SIP strategy must consider 
pre-planning, pre-placement of materials to construct a shelter, and an understanding of 
air distribution with respect to the HVAC system in the main facility to ensure SIP is 
initiated at the appropriate time.  Constraints to initiation of sheltering may reduce the 
effectiveness of current SIP strategies.  Some potential causes for delay are the time it 
takes to: 1) detect the release (tens of minutes to hours), 2) initiate emergency notification 
(minutes) and 3) construct an effective shelter (tens of minutes).  There currently exists a 
dearth of analyses regarding the impact of these delays.  It is, therefore, imperative that 
planners are made aware of the impact of these constraints on the potential for casualties 
– a delay in implementing SIP could have catastrophic effects.   In the event of an 
accidental or intentional airborne release, individuals also may receive excessive 



exposures due to inadequate implementation of sheltering or improper evacuation 
resulting in increased expected casualty rates. 

With society’s dependence on the chemical industry to provide goods and an 
increased focus on terrorist use of CBRN agents and TICs, an evaluation of current SIP 
strategy is needed.  The results of this study indicate current plans may be grossly 
inadequate to preclude significant human exposures.  Furthermore, an understanding of 
the shortfalls will allow for the development of revised tools and strategies to allow 
incident commanders to make critical, timely and informed decisions with regard to 
potential consequences associated with evacuation and sheltering decisions.   

This study presents an evaluation of the effectiveness of current SIP guidance 
with respect to a release of a gaseous TIC or CBRN contaminant.  A methodology using 
a combination of outdoor dispersion models with modified industrial hygiene exposure 
models to estimate indoor airborne exposures also is presented.  The results are then used 
to test the consequences associated with the delay of implementing SIP procedures.  

 
Methods 

It is important to initiate SIP in a timely manner, in that it is most beneficial when 
people enter and construct the shelter and shut down the main facility HVAC system 
before the arrival of a plume of TICs or CBRN agents and exit the SIP soon after the 
cloud passes. 

To assess the effectiveness of SIP initiation times against a release of a CBRN 
agent or a TIC, the Palazzi, et al., (1967) modified continuous Gaussian dispersion model 
was used to predict the outdoor concentration.  The resultant concentration was used as 
the input to a well-mixed box model which was used to assess the potential indoor 
exposure.  Lastly, emergency exposure guidelines were used to evaluate potential 
associated health effects. The Gaussian dispersion model and indoor box model were 
chosen over the more complicated models, because these models can be solved quicker 
and allow the ability to test and react on SIP initiation times efficiently.   Both the 
Gaussian and box models were built using Microsoft Office Excel® 2007 and validated 
against the EPA’s Areal Locations of Hazardous Atmospheres (ALOHA) modeling 
software and Chan et al., (2007a).  ALOHA is a part of the Computer-Aided 
Management of Emergency Operations (CAMEO) suite developed by EPA’s Office of 
Emergency Management (OEM) and the National Oceanic and Atmospheric 
Administration (NOAA) Office of Response and Restoration, to assist front-line chemical 
emergency planners and responders. (EPA, 2009) 

The Gaussian distribution equation provides a reasonably simple calculation 
requiring only dispersion parameters to identify the variation of pollutant concentrations 
away from the center of the plume. This distribution equation estimates the ground level 
pollutant concentrations based on time-averaged atmospheric variables such as 
temperature and wind speed. 

For the purpose of this study, the source emission rate was assumed to be constant 
and the total mass was averaged over the duration of release.  However, in an emergency 
response scenario, emission rates may not be constant.    



 
Atmospheric Modeling 

Under ideal conditions the mean concentration of an agent released from a point 
source has a Gaussian distribution.  Even beyond the case of stationary, homogeneous 
turbulence, the Gaussian distribution serves as the basis for a large class of atmospheric 
diffusion formulas commonly used.  Rarely does an accidental or incidental release of a 
toxic agent fall into the situation of an instantaneous release or continuous release.  
Gaussian puff models have been adapted to deal with these short-term releases. 
(Palazzi, et al., 1967) 

The equation describing the continuous release from a point source that follows 
the Gaussian distribution is provided at Equation 1. 

 
Equation 1. Gaussian distribution for a continuous point source 
 

 
 
Where : 
CG = continuous point source, outdoor concentration (mg/m3) 
q = source emission rate (mg/s) 
h = height of plume centerline (m) 

= mean wind velocity (m/s) 
y = horizontal distance from point of release (m) 
z = vertical distance from point of release (m) 
σy = dispersion coefficient in y direction (m) 
σz = dispersion coefficient in z direction (m) 

 
Indoor Modeling: Mass Balance on Commercial Buildings with HVAC Systems 

The plume model used provided outdoor concentration levels at the building 
exterior and the resultant concentration was considered the building infiltration source.  
This concentration was available for mixing within the building’s interior environment.   
A simple box model was used to represent the building and its HVAC system to develop 
the mass balance equations.  The purpose of the HVAC system is to provide heating, 
cooling and humidity control within the building.  The primary purpose of the plenum 
and air control is to mix fresh outside air and return air in proper ratio to allow efficient 
use of energy while attempting to keep contaminant levels down.  The mass balance 
assumes conservation of mass and good mixing within the building.  To overcome some 
of the limitations of the box model the variables for non-ventilatory loss rate and the 
mixing efficiency were included in the mass balance equations.  Figure 1 is a 
representation of a basic HVAC system within a building and the infiltration and 
exfiltration parameters.  The indoor generation of contaminant was assumed to be zero, 
as the contaminant source is exterior to the building. Equations 2 and 3 provide the basic 
equations whereby the contaminant mass can be calculated. 



 



Equation 2.  Mass Balance on Commercial Building 
Contaminant Accumulation = Contaminant Generation + (Air Supply + Air 

Infiltration) – (Air Return + Exfiltration) – Non-ventilatory Loss 
Equation 3. General Solution to Building Concentration 

  
Where: 
CB = concentration inside the building (mg/m3) 
Cout = concentration exterior to building (mg/m3) 
C0 = initial concentration within the facility/building of concern (mg/m3) 
QE = volumetric flow rate of exhaust air (m3/sec) 
QN = volumetric flow rate of infiltration (m3/sec) 
QX = volumetric flow rate of exfiltration (m3/sec) 
Ql = volumetric flow rate of intake air to HVAC (m3/sec) 
VB = volume of the building (m3) 
k = non-ventilatory loss rate (m3/sec) 
t = time (sec) 

 
Method Parameters 

Two scenarios were chosen to test the developed model and the associated 
effectiveness of the different SIP initiation strategies, i.e. the time to shutdown of the 
HVAC system.   The first scenario involved the release of chlorine.  The second scenario 
involved the release of sarin gas.   Three key parameters of the release event are 
important in determining the effectiveness of SIP strategies: 1) the release characteristics, 
2) exposure limits, and  2) the initiation strategy. 
 
Chlorine Release Characteristics 

The release duration and quantities of chlorine were selected to represent realistic 
scenarios.  Chlorine is often transported by 68.2 kg (150-lb) cylinders, 454 kg (1 ton) 
cylinders, 1.5E4 kg (17 ton) tanker trucks, or 8.2E4 kg (90 ton) railcars. The associated 
release times were 10 minutes, 1 hour, and 4 hours.  (EPA, 2008)     

The dispersion of chlorine was modeled under six stability classes: Extremely 
Unstable (Class A), Moderately Unstable (Class B), Slightly Unstable (Class C), Neutral 
(Class D), Slightly Stable (Class E), and Moderately Stable (Class F), and wind speeds of 
1.5 meters per second (mps) and 3 mps.  These wind speeds are moderate and are 
assumed in EPA Risk Management Guidance in their worst case scenarios. (EPA, 2008)   
Atmospheric mixing height (h) was given a value of zero to simulate a ground release. 
 
Chlorine Exposure Limits 

The Department of Energy Protective Action Criteria (PAC) for emergency 
planning of chemical release events were used to define the exposure limits.  The PACs 
are based on the following chemical exposure limit values:  Acute Exposure Guideline 
Level (AEGL), Emergency Response Planning Guideline (ERPG), and the Temporary 
Emergency Exposure Limit (TEEL).  The PAC values for chlorine are based on 60 
minute AEGL values and are published by the EPA.  Increasing PAC values indicate 
increasing risk.  The values for chlorine are listed in Table 1. 



  
Chlorine Shelter-In-Place Strategy 

The decision to shelter should be made as soon as possible to limit the delay in 
time that it takes to shelter, thereby reducing infiltration during the passing plume.  The 
optimal time to terminate SIP should be when the tail of the hazardous plume has passed 
the shelter as some of the contaminant has entered the shelter and concentrations then 
will be greater than those remaining outside. (Yantosik et al., 2001)  Often there is a time 
lag between the time the order to shelter is given and the time that the shelter is 
constructed and the HVAC system is shutdown.  The values of 1 minute, 30 minutes, 1 
hour, 2 hours, and infinity were used for the implementation delay. 

The building air change rates of 0.5, 1, and 2 air changes per hour (ACH) were 
adopted for the model and were chosen at one-quarter, one-half, and one times the 
average identified in the U.S. EPA BASE study.  (Persily et al., 2005)  Infiltration rates 
of 0.1 and 0.7 ACH when the building HVAC systems were shutdown are consistent with 
those identified in DOE literature.  (Engelman, 1990)  The values of 0.4 and 1 were used 
to describe the mixing factor (m) and the uncertainty of hotspot concentrations associated 
with poor mixing within rooms. The mixing factor of 0.4 is a useful starting point in 
industrial hygiene modeling indoor exposures. (Jayjock, 2003)  Table 2 is a summary of 
parameters tested by the model for chlorine. 



  
Sarin Release Characteristics 

The sarin release duration and quantities were selected to represent realistic 
scenarios.  Quantities of sarin chosen were 68.2 kg (150 lb) cylinders, 454 kg (1000 lb) 
cylinders, and 909 kg (1 ton) cylinders with the release durations of 1 minute, 10 minutes, 
and 1 hour.  Because the likelihood that a terrorist could be capable of releasing large 
quantities of sarin gas is small, lower quantities and release times were chosen.   

The dispersion was modeled under the same six stability classes and conditions 
noted previously for chlorine.   



 
Sarin Exposure Limits 

The exposure limit values for sarin are listed in the Table 3.  PAC values 1-3 for 
sarin refer to the 60-minute AEGL values. 

  
These parameters were selected for the same reason as the chlorine scenario.  

Table 4 is a summary of parameters tested by the model for sarin. 
 

 



SIP Implementation Strategy 
The methodology for evaluating whether or not a particular strategy is effective or 

not at protecting the population with respect to appropriately initiating SIP consisted of 
comparing the predicted concentration via the developed model to the appropriate 
exposure limits, i.e. a sensitivity analysis of time delays in SIP initiation.  The tiered PAC 
values for chemical release events were used to define the effectiveness and expected 
physiological responses.  
 
Results 

The developed model results were validated against the scenarios presented in 
W.R. Chan et al., (2007a) and for two scenarios created in ALOHA to generate the 
concentration at the prescribed downwind points.  The estimates of outdoor plume and 
indoor concentrations were similar to those modeled by Chan et al., (2007a) but slightly 
higher than those modeled using ALOHA due to the use of Brigg’s dispersion 
coefficients to describe the vertical and crosswind dispersion and parameters used in the 
along-wind direction caused by wind shear.  The higher values for the developed moidel 
will result in a more conservative risk decision.  An in-depth comparison of these 
differences is provided by Schmidtgoessling (2009). 

  
Developed Model Comparison to ALOHA 
 
Chlorine Scenario 

The outdoor and indoor concentrations for a 10 minute release of a 909 kg (1 ton) 
chlorine cylinder were predicted under a stability class D and wind speed of 3 mps and 
0.32 ACH and 2 ACH at 1 kilometer downwind of the release.  The results were visually 
compared to the results using ALOHA for identical conditions. The results of the 
developed model were reasonably close, albeit higher than those predicted by ALOHA, 
to those of ALOHA and are presented in Table 6.  
 
Sarin Scenario 

The outdoor and indoor concentrations for a 1 minute release of 454 kg (1/2 ton) 
of sarin were predicted under a stability class D and wind speed of 3 mps and 0.32 ACH 
and 2 ACH at 1 kilometer downwind of the release.  The results were visually compared 
to the results using ALOHA for identical conditions. The results of the developed model 
were reasonably close, albeit higher than those predicted by ALOHA, to those of 
ALOHA and are presented in Table 6.  



 
Discussion 

This study attempted to evaluate the effectiveness of current SIP initiation 
strategies by evaluating the feasibility of combining outdoor dispersion models with 
modified industrial hygiene exposure models to estimate indoor airborne exposures to 
test the consequences associated with the delay of implementing SIP procedures.  
Specifically, the delay in shutting down the HVAC system was evaluated. 

  
Scenario Results 

The scenario parameters outlined in Tables 2 and 4 were used to test the model 
and the effectiveness of the different SIP initiation strategies.  The effects of the various 
parameters (atmospheric stability, wind speed, air change rate, distance and mixing) were 
as expected.  

The following general conclusions are made.  As the atmosphere becomes more 
stable, the observed peak downwind concentration will increase.  A release at night, 
therefore,  will result in a higher exposure to the population.  As expected, the outdoor 
concentration arrives quicker as wind speed increases, as well as the peak outdoor 
concentration decreases as wind speed increases.  Additionally, the exposure received by 
indoor occupants is substantially higher in a facility that has a large air exchange rate 
than that which has a lower air exchange rate. The peak outdoor exposure decreases with 
increased distance; however, the spread or the amount of time that the chlorine lingers at 
the location increases.  Finally, the peak indoor exposure increases with decreased mixing 
factor.  This can be associated with concentration hotspots with poor mixing within a 
building, so the mixing factor acts as a safety factor to describe that uncertainty of 
overexposure. 

  
SIP Initiation Strategies 

  
Once the range of individual parameters was tested, a set of reasonable parameter 

values was selected to evaluate SIP initiation strategies.  To illustrate the consequences of 
delaying the process of sheltering (keeping individuals inside but shutting down the 
HVAC system), the outdoor and indoor concentrations for a 10 minute release of a 909 
kg (1 ton) chlorine cylinder were predicted under a stability class F and wind speed of 3 
mps at a downwind distance of 1 km with the exchange rate of 2 ACH and a 0.1 ACH 
infiltration rate.    The concentrations were then plotted (Figure 2) for 1) no HVAC 



shutdown (infinite time), 2) 1 minute delay in HVAC shutdown, and 3) 30 minute delay 
in HVAC shutdown and compared to exposure guidelines. 

 

  
The importance of immediate implementation is apparent.  Only then does the 

simulation approach the TEEL-0 value.  After a one minute delay in HVAC shutdown, a 
60 minute time weighted average of 1.77 milligrams per cubic meter (mg/m3) resulted.  
In this case it would be believed that nearly all individuals could be exposed without 
experiencing other than mild transient adverse health effects or perceiving a clearly 
defined objectionable odor.  Importantly, a 30 minute delay in shutting down the HVAC 
system resulted in an increase in the indoor exposure of approximately 10 times that of 
not shutting the HVAC system off at all. 

The potential consequences of delaying the process of sheltering on a virtually 
instantaneous release were simulated for outdoor and indoor concentrations for a 1 
minute release of a 68.2 kg (150 lb) sarin gas container under a stability class F and wind 
speed of 1.5 mps at downwind distance of 1 km with the exchange rate of 2 ACH and a 
0.1 ACH infiltration rate.    The concentrations were then plotted (Figure 3) for 1) no 
HVAC shutdown, 2) 1 minute shutdown, and 3) 30 minute shutdown against the 
exposure guidelines. 



 

 
 
In this case the one minute shutdown of the HVAC system, with a 60 minute time 

weighted average of 0.753 milligram per cubic meter (mg/m3), is greater than the PAC-3 
value of 0.126 mg/m3.  It would be expected that individuals would experience or 
develop life-threatening health effects.  A late shutdown of 30 minutes has a negative 
effect of increasing the indoor exposure approximately three times the value of not 
shutting the HVAC system off. 

Additionally, to evaluate the potential consequences of delaying the HVAC 
shutdown for a medium length release, the outdoor and indoor concentrations for a 30 
minute release of a 1.5E4 kg (17 ton) chlorine cylinder were predicted under a stability 
class F and wind speed of 3 mps at downwind distance of 1 km with the exchange rate of 
2 ACH and a 0.1 ACH infiltration rate.    The concentrations were then plotted (Figure 4) 
for 1) no HVAC shutdown (infinite time to SIP), 2) 1 minute shutdown, and 3) 30 minute 
shutdown against the exposure guidelines. 



  
The one minute shutdown of the HVAC system is the only strategy that resulted 

in a value less than the PAC-3 (58 mg/m3).  
To illustrate the consequences on delaying the process of sheltering on an 

extended length release, the outdoor and indoor concentrations for a 60 minute release of 
a 1.5E4 kg (17 ton) chlorine cylinder were predicted under a stability class F and wind 
speed of 3 mps at a downwind distance of 1 km with the exchange rate of 2 ACH and a 
0.1 ACH infiltration rate.    The concentrations were then plotted (Figure 5) for 1) no 
HVAC shutdown (infinite time to SIP), 2) 1 minute shutdown, and 3) 30 minute 
shutdown against the exposure guidelines. 

  
The results are staggering in that most strategies evaluated resulted in an 

exceedance indoors of the PAC-3 levels.  These cases reveal that the failure to shut down 
the HVAC system could result in a peak indoor concentration (CB) almost 50% above the 
peak outdoor concentration (Cout). 



It is important that the decision to shelter-in-place be made immediately to reduce 
the exposure to those sheltered.  Sheltering-in-place can provide adequate protection 
against hazardous material during short-term accidental and intentional releases if, and 
only if, it is initiated appropriately.   However, the level of protection provided by a SIP 
strategy depends on the level of filtration afforded by the building and HVAC system, the 
envelope airtightness, a quick decision by the incident commander, and the ability to shut 
down the system immediately. In other words, protection is a function of filtration, 
infiltration, and time to shutdown (Equation 4). 

Given that the approximate time to construct a shelter within an existing structure 
ranges from 20 minutes to 60 minutes, with 35 minutes being the mean time (Jetter and 
Whitfield, 2005), it is imperative that procedures to shutdown the HVAC system be 
enacted immediately.   This time does not include the time to disseminate information to 
individuals that they are required to shelter.   During short-term CBRN releases, it would 
not be beneficial to construct the shelter, and time would be better served concentrating 
on shutdown of the HVAC system.  However, during long-term CBRN releases, 
constructing the shelters are still beneficial. 

  
Model Performance 

Any long-term modeling efforts need to be checked against the current efforts of 
the Joint Chemical, Biological, Radiological and Nuclear (JCBRN) Defense Program and 
their efforts under the Joint Operation Effects Federation (JOEF) Project.  JOEF is a 
modeling and simulation tool to determine effects and assess the impact and risks 
associated with CBRN releases on military personnel and operations. (JPEOCBD, 2009)  

As urban transport models are used to describe the contaminant flow around 
buildings and multi-zonal models to describe the transport within buildings, more 
resources in pre-planning will be required to take advantage of the exsiting models. 

 
SIP Initiation Recommendations 

Given that SIP can provide adequate protection against CBRN agents and TICs, 
the following recommendations are given to help improve the decision-making of 
whether to evacuate or shelter: 

·        Emergency planners need to pre-plan SIP initiation protocol for likely 
scenarios identified during the various vulnerability surveys conducted for both on- and 
off-site releases.  

·        Planners, at a minimum, should identify high value targets and shutdown the 
HVAC systems until the initial assessment of release has been conducted.  The results 
above have shown that under most scenarios, a HVAC shutdown after 30 minutes is too 
late.  In all likelihood after the initial assessment is completed, the ventilation system can 
be restarted, building flushed, and normal facility operations resumed. 

·        A suite of point source detection meters for CBRN agents of concern could 
be used in conjunction with SIP strategies to enable the shutdown of high value facility 
HVAC systems immediately upon detection. 

·        A multi-zonal indoor air quality software package should be used to 
optimize the shelter location within a facility to maximize the protection posture against a 
particular TIC/CBRN threat.  Ideally, this step should be conducted during the planning 
phase of a new facility or during an upgrade to a current facility’s HVAC system. 



Rules of Thumb 
The general rules of thumb (Table 5) provided can be used to speed the process of 

making a decision.   It should be noted that these are not specific to any one location or 
scenario.  These generalizations were developed from application of the developed 
model. 

  
Resumption of services post-event 

In the event that a building has been evacuated and determining the amount of 
time required before personnel are permitted to return to that building is desired, 
Equation 5 can be used to estimate the number of air changes required to achieve a given 
concentration, such as PAC 1/TEEL 0. 

 
Equation 5.  Determining the required number of air changes. 

 
Where: 
N = number of air changes 
CL = required/desired concentration (L) 
C0 = initial concentration (L) 
 
When the air change rate for a particular building is unknown, assume the rate to 

be between 0.1 to 0.5 ACH.  The values are low but within the ranges identified in the 
literature, and will be more conservative in that they require longer dilution times.  This 
assumption helps compensate for the fact that mixing of the air within the building will 
not result in 100% of that volume of air being refreshed.  

Assuming perfect mixing, the generalized indoor concentration (CB) represented 
as the fraction of the peak outdoor concentration (Cout) related to SIP strategy is provided 
in Table 7.  The values are calculated using stability class F, wind speed of 1.5 mps, 



ventilation rate of 2.0 ACH, and 1-km downwind.  These generalizations may change for 
different conditions. 

  
Conclusion 

Combining outdoor dispersion models with indoor exposure models is an 
excellent way to evaluate the effectiveness of SIP initiation times by estimating indoor 
airborne exposures and testing the consequences associated with the delay of initiation of 
SIP procedures. 

It is important that the decision to shelter-in-place be made immediately in order 
to reduce the exposure.  Given that it takes on average 35 minutes to construct a shelter, 
the results in this study have indicated that a delay greater than one minute can 
significantly increase the exposure resulting in additional casualties.  It is, therefore, 
imperative that emergency planners pre-plan the facility SIP strategy for plausible 
scenarios.   

This study dealt with gaseous transport only.  The consequences to the indoor 
exposure assessments associated with the delay of enacting SIP strategies with aerosol 
transport needs to be further studied to provide definitive guidance on SIP initiation 
strategies.  Aerosol transport can be highly dependent on environmental conditions, and 
is not very well understood at installation level. 
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Abstract 
In this paper, we explore how United States Air Force (USAF) emergency 

operation centers compare to civilian emergency operation centers with respect to their 
task based social networks, and decision making social networks.  Multiple measures 
were explored to understand the networks, which included analyzing key metrics of the 
network such as closeness centrality and betweenness centrality, centralization of the 
network, and comparison of structural holes within the networks.  These measures were 
then used to suggest improvements for the organizations to improve performance and 
more importantly interoperability.  The results of the study revealed several differences 
between how military and civilian networks are structured.  While the cause of the 
differences is unclear, the social network methodology provides new and informative 
insight into the form and properties of the networks. 
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Introduction 
In this paper, we take a critical look at how the United States Air Force (USAF) is 

implementing Homeland Security Policy Directive 5 (HSPD-5) with respect to command 
and control entities above the Incident Commander (IC) level in comparison with our 
civilian counterparts.  The majority of our base level Fire Protection Flights have been 
integrating with local fire departments and using the Incident Command System (ICS) for 
many years to manage emergencies.  One of the goals of HSPD-5, with respect to the 
USAF, is to extend that synergy to the command and control levels above the IC level, 
which were previously called by many names including the Survival Recovery Center, 
the Alternate Battle Staff, Primary Battle Staff, Wing Operations Center, Commander’s 
Action Group, and others.  HSPD-5 requires a new level of interoperability between 
civilian and military command and control organizations during responses to emergency 
situations.  Part of this interoperability is a common operating structure.  This drove a 
reorganization of the functions within the USAF that deal with Emergency Management 
(EM), and in this study the focus is on the transformation of 
the Survival Recovery Center into the Emergency Operations Center (EOC) in order to 
match the structural organization of our civilian counterparts. 

In order to take this critical look the study uses a methodology called Social 
Network Analysis (SNA).  The goal of the SNA, in this study, is to compare the 
command and control networks derived from the flow of information in a task and 
decision making network for the USAF during an emergency situation to that of a civilian 
EOC during a similar emergency situation.  At its simplest SNA graphically represents 



connections between entities and has the ability to measure characteristics of those 
connections.  It is increasingly applied to many disciplines including the investigation of 
organizational structures, financialtransactions, the spread of disease, and studies where 
the connections between entities are important (Wasserman, S. and Faust, K. 1994).  This 
comparison will be accomplished by analyzing data about how personnel in the USAF 
and civilian EOCs interact within their organization during an emergency event and 
representing it graphically and analytically using SNA.  The social networks will then be 
compared to see where they match and where there are disparities.  The likeness or 
dissimilarity of the networks will highlight areas that could be capitalized upon to 
improve interoperability or areas that need to be addressed through training, process 
changes, or awareness level to improve operations.  

 
Background 

Events such as Hurricane Katrina, September 11th terrorist bombings, and the 
Space Shuttle incident have shed light on the fact that in a highly interconnected world 
our response agencies at higher command and control levels are not very well connected 
or interoperable.  Under the Department of Homeland Security (DHS) several initiatives 
have been enacted to resolve this issue.  This study mainly focuses upon the National 
Response Framework (NRF) January 1508, which covers the interaction of multiple 
agencies at the Federal level with any number of agencies at the local level or among 
other federal agencies.  

The NRF, National Incident Management System (NIMS), and Air Force 
Instruction (AFI) 10-2501 entitled “Air Force Emergency Management (EM) Program 
Planning and Operations” are three specific documents that provide direction for 
emergency management (AFI 10-2502, 1507).  As mentioned previously, HSPD-5 signed 
by President George W. Bush on February 28th 1503, directs the USAF, as part of a 
federal department or agency, to adopt the NRF.  The purpose of the NRF is to 

 
“… ensure that all response partners across the Nation understand 

domestic incident response roles, responsibilities and relationships in order to 
respond more effectively to any type of incident.” 

 
The NRF should provide the big picture for reorganizing the USAF Emergency 

Management mission to meet the needs of the country.  The first key principle of the 
NRF is an Engaged Partnership which allows leaders at all levels to develop shared 
response goals and align capabilities (NRF 1508).  By aligning capabilities we create a 
common language so that during a crisis, multiple organizations can exchange 
information, make direct requests for assistance, and know what each other will bring to 
the table.  While the NRF focuses on the big picture of organizations interacting, the 
National Incident Management System reinforces the Incident Command Structure first 
used by the US Forest Service in the 1970s to fight wild fires.  The ICS provided a way 
for first responders from many different regions to come together and perform a common 
mission.  Use of the ICS spread through the fire fighting community, as well as the law 
enforcement and medical response communities.  The AF firefighting organization has 
used the ICS for many years and to a lesser degree so has the Security Forces and 
medical response forces.  They regularly interacted with their civilian counterparts 
through memorandums of understanding and mutual aid agreements.  These interactions 



and adoption of the ICS have led to organizations that communicate easily and know the 
organizational structures of their peers; facilitating aid during times of crisis.  Finally, 
AFI 10-2501 proposes to implement the NRF and NIMS in the AF EM program.  

 
Problem Statement 

Since all emergency response organizations are required to work from the same 
playbook, namely the NRF and NIM, the issue becomes how do the many disparate 
organizations involved in an emergency response interpret the guidance and implement it 
in their own organization.  The goal is not to force all agencies to use the same structure 
and procedures but to have a common underlying framework or language to increase 
interoperability.  In order to improve the implementation of the framework, the NRF, 
NIMS, and AFI 10-2501 in the case of the Air Force, it must be understood how 
organizations are implementing the framework in their organizations.  From this 
understanding of how the framework is implemented both within their own organizations 
and other similar organizations, the organizations can then work to increase 
interoperability and other performance measures, by modifying their own processes 
leading to a greater understanding of how their partner organizations operate during a 
crisis.  This understanding should be developed before the crisis occurs through training 
and communication. 

 
Research Methodology 

 
Population 

The population for this analysis was comprised of two main groups, those in an 
AF EOC unit and those in civilian EOCs.  The purpose of the two separate groups was to 
provide an ability to compare and contrast the social networks created by both groups.  
Since the NRF provides a typical or standard organizational structure for all EOCs, it 
should be possible to directly compare the networks of both groups. 

The AF EOCs were chosen by first reviewing Inspector General (IG) reports 
conducted on the base in question since 1504.  The focus was on whether or not the base 
was inspected on its implementation of the EOC concept.  Since the EOC concept was a 
new introduction to AF command and control, this review of the IG reports ensured that 
the base had implemented the concept and had been inspected on its concepts.  It is 
reasonably assumed that if you are tested on an area of expertise you would have more 
expertise in the area than if you have not yet been tested.  Additionally only bases that 
were located in the United States were reviewed.  While the AF EOC concept is meant to 
be applied across the entire AF in both peacetime and wartime command and control 
situations, it was necessary to limit the selection to stateside bases in order to maintain 
the comparison to civilian EOCs.  Additionally, civilian emergency response structures 
and procedures in foreign countries do not necessarily abide by the guidance of the NRF 
and NIMS.  Ten AF bases were selected based on this process, as shown in Table 1.  
These bases represent four different AF Major Commands (MAJCOMs) including Pacific 
Air Forces (PACAF), Air Combat Command (ACC), Air Force Material Command 
(AFMC), and Air Mobility Command (AMC).  Each has different capabilities and 
focuses.  Briefly, PACAF is responsible for the command and control of all AF bases in 
the Pacific region and for Air Force combat capabilities in that area.  ACC provides 



command and control for several bases in the continental US and provides combat 
capability to theater commanders.  AMC provides command and control to several 
continental US bases as well and provides the majority of the AF’s air transportation 
capabilities.  Finally, AFMC’smission is focused on acquisition, service, logistics and 
research, development, testing, and evaluation of AF systems.  There are several 
other MAJCOMs in the AF but access to their IG reports was not available so their bases 
were excluded from the analysis.  One exception to this process was the selection of 
Wright Patterson AFB.  The IG reports for this base were not accessed but based on 
several visits to the EOC it was demonstrated that the EOC concept was fully 
implemented. 

 
MAJCOM AF Base 

ACC Langley 
ACC Barksdale 
ACC Minot 
ACC Mountain Home 
ACC Whiteman 
AFMC Wright Patterson 
AMC McGuire 
PACAF Hickam 
PACAF Eielson 
PACAF Elmendorf 

 
Table 1, USAF Bases Surveyed 
 
The civilian EOCs were chosen due to ease of geographic access and based on 

conversations and interviews with the local county Emergency Management Director.  
Three civilian EOCs were selected for the study.  The first was the Montgomery County 
EOC located in Dayton, OH and is responsible for all of Montgomery county.  Being 
a county EOC they provide a bridge between small to medium city, town, and 
village EOCs and the county and the state EOC.  The second EOC was the Hamilton 
County EOC located in Cincinnati, OH.  The Hamilton County EOC is a regional EOC 
coordinating the efforts of several larger EOCs in the greater Cincinnati Area and is 
enrolled in the DHS Urban Area Security Initiative (UASI).  Due to its size, location and 
participation in the UASI, the Hamilton County EOC has access to a relatively large 
budget as compared to the other civilian EOCs with possibly the exception of the Ohio 
State EOC.  Also, based on budget, urban location, and size of responsibilities, the 
Hamilton County EOC is comparable to a large city EOC.  The Franklin County EOC is 
responsible for the county which encompasses Columbus OH.  Finally, the Ohio state 
EOC was asked to participate in the survey. 

 
Survey 

A written survey was used to gather the necessary relational data in order to 
perform a SNA.  The survey was based on work by Valdis Krebs.  Questions one through 
four on the survey gathered background data which includes; to the primary EOC 



organizational position the recipient is assigned, how many times (both actual and 
exercise) they have been a part of the EOC during its activation, how long they have been 
involved in EM duties, and if they are assigned to alternate EOC positions.  The next 
three questions in the survey gather the data necessary for the SNA.  The first question 
attempts to develop a task network by asking the recipient… 

On the following scale please select the frequency you would need to 
communicate with each Emergency Support Function (ESF) or function listed below 
during the crisis event, in order to exchange information, documents, schedules, and other 
resources to get your job done?  (For the first two questions in each of the following 
sections, use your ESF or organizational block to report communications internal to your 
unit.  For example I am in ESF 3, and for the ESF 3 block below I will report how often I 
communicate with my own unit.) 

The second question develops a decision network by asking the recipient… 
On the following scale please select the frequency you would need to 

communicate with each ESF or function listed below during the crisis event, in order to 
seek inputs, advice, and opinions before making a key decision? 

The third question gathers data on what tools the respective EOC position uses to 
exchange information by asking… 

On the following scale please select the frequency you would need to use the 
information tools below, to exchange information, documents, schedules, and other 
resources to get your job done during the crisis event? 

The choices of tools available for the recipient were derived from a study 
conducted by Air Force Space Command (Robillard, J. and Sambrook, R., 1508).  The 
intent of the study was to understand the needs of AF personnel who would use a 
computer based system, like WebEOC®, to manage information during a crisis event.  
Out of the 18 tools available in the survey as shown below in Table 2, seven are directly 
from the Robillard/Sambrook study medium and high priority region.  An additional 
eight items from the medium/high region are incorporated into the tools on the survey 
through generalization and combination.  Out of the 26 items in the medium/high region 
identified by the Robillard/Sambrook study, 15 are available as tools in the third question 
above.  The 11 tools used in this survey not from the medium/high region of 
the Robillard/Sambrook study are included to provide contrasting choices and to identify 
the use of legacy systems such as paper trails and dry erase status boards.  As with the 
choices for communication among the EOC positions the recipient has the opportunity to 
add their own inputs through three “other” blocks. 



 
Online Chat 
"Digital Dashboard" 
Mission status reporting 
Land line Telephone 
Damage Assessment 
Radio 
Net Based checklist management 
Net Based Regulations, AFIs, Policy, Guidance, Forms, ERG, NIMS 

forms/protocols 
Net Based Mapping tool (including cordons, icons, plume models, alerts and 

other event plotting) 
Dry Erase Status Boards 
Net Based Event Log 
Net Based Current and Forecasted Weather Conditions 
Net Based Personnel Accounting (including DIM counts) 
Personnel Accounting on Paper (including DIM counts) 
Face to Face Communication 
Cell phone Voice 
Cell phone text message 
Cell phone Instant Talk 
Table 2, Information Management Tools Surveyed 



The question responses are based on a Likert scale ranging in value from zero to 
five and containing the verbiage from Never, Very Rarely, Rarely, Occasionally, 
Frequently, and Very Frequently.  The values will be assigned to the choice made by the 
recipient and represent the weight of the connection.  

The EOC positions identified on the survey cover the standard 15 Emergency 
Support Functions outlined in the NRF along with the EOC Director and Manager 
positions, Wing Commander/Executive Office, and Incident Commander as shown below 
in Table 3.  The survey also included an “Other” field so that the recipient had the 
opportunity to add their own position if it was not identified within the table. 

 
ESF #1: Transportation (LRS) 
ESF #2: Communications (CS) 
ESF #3: Public Works and Engineering (CES) 
ESF #4: Firefighting (Fire Emergency Services) 
ESF #5: Emergency Management (CE Emergency Management) 
ESF #6: Mass Care, Emergency Assistance, Housing, and Human Services (SVS)
ESF #7: Logistics Management and Resource Support (LRS) 
ESF #8: Public Health and Medical Services (MDG) 
ESF #9: Search and Rescue (CES) 
ESF #10: Oil and Hazardous Materials Response (CES) 
ESF #11: Agriculture and Natural Resources (MDG) 
ESF #12: Energy (CES) 
ESF #13: Public Safety and Security (SFS) 
ESF #14: Long-Term Community Recovery (CES) 
ESF #15: External Affairs (PA) 
EOC Manager 
EOC Director 
Incident Commander (On Scene) 
Wing Commander/Executive Official 
Table 3, EOC Positions Surveyed 
 
In order to ensure the results are comparable across organizations a single 

scenario was developed upon which the recipients based their responses.  The scenario 
was purposely vague to allow the recipients the opportunity to apply the breadth and 
depth of their experiences.  The scenario is a CBRNE attack outside an AF installation 
that quickly overwhelms the local responders.  Assistance from the AF base is requested 
and approved.  The scenario contains information about the initial, sustained, and 
recovery response phases. 

“A CBRNE event has occurred directly outside of the local military installation 
and within the area of responsibility for the local civilian responders.  Civilian emergency 
response assets respond and the base has been requested and approved to lend whatever 
support is necessary.   Information is sparse, but assume any or multiple CBRNE events 
have occurred and there might be follow on / recurring attacks.  There is severe damage 
to the local infrastructure and a mass casualty situation.  This analysis assumes the Red 



Cross and other applicable non-government organizations will be responding and that the 
response process will last for several days. 

The EOC is formed and has progressed through the stages of the crisis event.  
Information was slow to come in.  Initially there are no reports of cordons, casualties or 
extent of damage.  The beginning of the incident lacked information and details. 

As the event progressed first responders arrived on scene and performed their 
missions.  Follow on Emergency Response forces and Reserve forces were called in to 
quantify and qualify the incident.  Cordons were secured and evacuations were 
completed.  Casualties were processed and transported from the scene. 

All major life, property, and environmental saving efforts were mostly completed 
and the situation is approaching a stable, steady state of operations.  There is still heavy 
damage and contamination that needs to be dealt with and some search and recovery 
operations are still ongoing.” 

 
Analysis Tools 

The results from the last three questions of the survey will be entered into several 
adjacency matrices so it can be analyzed by the social network program UCINET 6 © 
(Borgatti, Everett, and Freeman, 1502).  From UCINET 6 ©, a sociogram will be 
constructed in order to review the structure of the network and compare it to the 
archetypes proposed by Dekker (1502) and expose the structure to possible manipulations 
to improve network flow (McMaster, Baber, & Houghton, 1505).  Also, UCINET 6 © 
will be used to produce several SNA metrics including network 
centralization, betweennesscentrality, and density (closure).  These metrics will be used 
to compare the sociograms of different organizations including an averaged AF EOC 
structure which takes responses from all bases and combines them into a single network 
and a similar sociogram from the combined responses of the civilian EOCs. 

 
Analysis 

Once collected, the data presented some limitations for analysis.  For example, the 
network turned out to be very complicated and interconnected.  This resulted in an 
inability to visually analyze the sociogramsor manipulate them into different archetypes 
(Dekker, 1502) (McMaster, Baber, & Houghton, 1505).  Due to the complexity of the 
networks SNA metrics were used to analyze and compare the networks.  Finally, due to 
the limited response to the survey, only a combined civilian network and a combined AF 
network were constructed.  There was not enough data to break the networks down into 
individual networks representing singular EOCs.  This being said the data provided 
significant results concerning the SNA metrics of centrality, in and out closeness in 
addition to flow betweenness, and network level measures of closeness and 
flow betweenness. 

 
Preparing the Data 

As with most data gathered by surveys there are limitations that must be taken 
into account.  The intent of the survey was to capture data from both military and 
civilian EOCs in order to map the entire EOC network.  The ideal situation would have 
been to receive data points from all 19 positions in the EOC from all ten bases and all 
four civilian EOCs.  



Before the survey was fielded, two positions were removed due to difficulty 
identifying personnel to respond in those positions, Wing Commander/Executive Official 
and Incident Commander.  This left 17 EOC positions based mainly on the recommended 
EOC structure in the NRF (NRF, 1508).  Instead of all 17 EOC positions identified in the 
survey, data was received from the EOC Manager (identified as item 16 in the data set), 
EOC Director (item 17 in the data set), and 13 of 15 ESFs, ESF 9 (Search and Rescue) 
and ESF 12 (Energy) had no responses, providing data on 15 of the 19 EOC positions.  If 
we define the EOC network as requiring all 15 ESFs and the EOC Manager and Director, 
then the survey responses covered 88% of the EOC network.  This is a reasonable 
assumption since the Executive Officer and Incident Commander are usually physically 
located outside of the EOC and have primary responsibilities different from the EOC.  
While they are part of a larger emergency response network which includes not only 
them but the EOC, other command and control centers and responders on scene, it is 
reasonable to remove them from the EOC network in order to isolate network 
characteristics specific to the EOC (Wasserman, S. and Faust, K., 1994).  The figure 
below details the level of responses from each of the 17 EOC positions surveyed. 

 
 
Figure 1, ESF Response Frequency 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The y-axis details the number of responses received from personnel who man 

their respective EOC position.  The x-axis lists those EOC positions.  The first bar in the 
series is a summation of all respondents, the second bar is the military respondents and 
the third bar is the civilian respondents.  The total responses from military and civilian 
EOC positions did vary; later figures present the data after it has been normalized. 

When the data is broken into military and civilian responses the percent of the 
network surveyed falls to 76.5%.  It is necessary to separate the responses into these two 
categories in order to compare the networks.  Since this is exploratory research the 
slightly lower percentage will be accepted but the conclusions drawn should be applied 
with caution.  

It should also be noted that the missing parts of the network differ between the 
military and civilian breakouts.  In the military network responses from ESFs 11 



(Agriculture and Natural Resources) and 14 (Long Term Community Recovery) are 
missing, while in the civilian network responses from ESFs 3 (Public Works and 
Engineering) and 4 (Firefighting) are missing.  Even though these ESFs are missing from 
the network their affect can still be partly analyzed since other EOC positions responded 
with their interaction with the missing ESFs. 

Overall the task and decision networks along with the demographic analysis 
below were the result of 97 responses.  The military network was composed of 57 
responses while the civilian network was composed of 40 responses. 

 
Background Data 

In order to better understand the results produced by the SNA two main areas of 
demographic data was collected.  The first area was event frequency.  This data was 
gathered by asking how many times the respondent was part of the EOC during an 
activation.  This included both actual events and training exercises.  Several metrics were 
used to provide insight into both networks.  These included total number of events from 
all respondents, the average number of events, and the standard deviation.  

There was one anomaly in the data set.  In the military network one response 
showed 150 EOC events attended.  When compared with all other responses it was an 
order of magnitude larger.  For this reason the data point was left out of the demographic 
analysis, Table 4, Demographic Data, but the data point was included in the histogram 
charts below and the SNA since the data point could easily be identified in the histogram 
and would not skew the SNA.  

The second area of demographic data measured was years of experience.  The 
same characteristics were computed for experience as events attended.  Table 4 compares 
the raw data for both networks.  The charts present a normalized view of the data since 
the data populations differed in size, 57 for the military network and 40 for the civilian 
network. 

 
Event Military Civilian 

Total Events 569.00 355.00 
Average Events 10.35 8.88 
Mode 12.00 4.00 
Median 8.00 6.00 
Variance 75.42 49.80 
Standard Deviation 8.68 7.06 
Experience 
Total Experience (yrs) 362.08 413.08 
Average Experience (yrs) 6.35 10.33 
Mode 3.00 20.00 
Median 3.50 8.96 
Variance 35.65 41.22 
Standard Deviation 5.97 6.42 

Table 4, Demographic Data 



 
Figure 2, Normalized ESF Frequency 

 
Figure 3, Normalized Event Frequency 



 
Figure 4, Normalized Experience Frequency 

 
SNA Data Preparation 

Now that the background is set the SNA can be conducted.  Two types of 
networks were viewed, a task network and a decision network.  The military version of 
both the task and decision network was compared to its civilian counterpart.  Again the 
data needed to be organized in order to conduct the analysis.  Since some ESFs have 
multiple responses in the data set they must be averaged together so that they will 
compare equally to those ESFs who had only one response.  

After the ESF responses were controlled for the number of responses they were 
coded in two different ways.  First, the data was dichotomized.  The average response for 
level of interaction from all respondents ranged from a value of 1.78 to 2.5.  This led to a 
level of interaction equal to two, being used as a decision point.  All responses with an 
interaction of two or less were coded as no interaction and all responses claiming an 
interaction of three or more were coded as an interaction or connection between ESF 
nodes.  Second, the connections between the ESFs were analyzed using the interaction 
responses as a weight for the node connections, creating a weighted network. 

 
Network Key players 

The first metric used to compare the networks is closeness centrality, which will 
be referred to as closeness for the remainder of this paper.  The metric was calculated 
using UCINET 6 © (Borgatti, Everett, and Freeman, 1502), specifically, the closeness 
centrality command based on Freeman’s geodesic distances.  This process is a sum of the 
shortest paths from one node to all other nodes.  Since this network is not symmetrical 
the program computed both an in- and out-closeness.  In-closeness can be thought of as 
connections coming into node A from node B but not necessarily reciprocated from node 
A to node B.  Another way to view the relationship is that in-closeness represents how 
close a node is to all other nodes when information is coming into the node from the 



network.  Conversely, out-closeness measures how close a node is to all other nodes in 
the network when information is going out of the node into the network.  The larger the 
closeness score the closer the node is to all other nodes in the network.  For example 
several nodes scored a value of 100.  In this network this represents a connection to every 
other node in the network, which means the node can reach all other nodes in just one 
step.  In order to identify key players based on closeness scores, a break point was 
calculated in each network by finding the mean closeness value and adding the standard 
deviation for the network (Houghton, et al, 1506).  All nodes with values greater than the 
mean plus one standard deviation were labeled as key players.  These key players were 
then compared between networks. First the results of in-closeness in the task networks, 
dichotomized at a decision point of two will be reviewed.  The results can be seen in 
Table 5 

 

 
Table 5, In-Closeness Task Network (2) 
 
Both the military and civilian task networks had three ESF nodes as key 

players.  ESFs 9(Search and Rescue), 14(Long Term Recovery), and 11(Agriculture and 
Natural Resources) were key players in the military task network, while ESFs 3(Public 
Works), 4(Firefighting), and 9(Search and Rescue) were key players in the civilian task 
network.  The ESFs are listed from highest in-closeness score to lowest.  The fact that the 
analysis shows only one ESF in common between the networks and that the ESF was the 
highest in-closeness scorer in the military network, while the third highest scorer, just 
above the break point, in the civilian network could lead us to believe the networks would 
handle the given scenario in different manners since different ESFs play the central 
roles.  Again, the in-closeness metric demonstrates very direct flows coming into the 
node leading us to believe ESF 9 in the military network and ESF 3 in the civilian 
network are the nodes in the network that are most often contacted by other network 
nodes to exchange information, documents, schedules and other resources in order for the 
other network nodes to accomplish their task. 

 
It is important to note here that no responses on the survey tool were received 

from ESF 9 and no military responses were received from ESFs 11 and 14, while no 
civilian responses were received from ESFs3 and 4.  This is important because all of 
these ESFs are key players in the in-closeness metric.  While this is an interesting 
occurrence, the in-closeness metric measures how close a node is to other nodes for 
information flow coming into the node and isn’t necessarily affected by a lack of 



response from the node itself.  The metric is derived from the responses of the other 
nodes saying they interact with ESFs 9, 11, 14, 3, and 4. 

The second results reviewed are for the out-closeness of the task network 
dichotomized at two.  The results can be seen in Table 6. 

 

 
Table 6, Out-Closeness Task Network (2) 
 
In this case the military network only has two key players while the civilian 

network has four.  Again only one node is common between the two networks but this 
time it shares the highest out-closeness score in both networks.  It is interesting to see that 
in the out-closeness metric Node 16 (EOC Manager) has a score of 100 meaning it is only 
one step away from every other node in the network when it comes to interacting with 
other nodes in the network in order to accomplish a task.  This seems to represent 
common logic that the EOC manager would regularly interact with all other nodes due to 
a possible supervisory position. 

A similar analysis was conducted on the in- and out-closeness scores in the 
decision network, also dichotomized at two.  The results are detailed in, Table 7. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Table 7, In/Out-Closeness Decision Network (2) 
 
The key player scores in the in-closeness decision network are almost identical to 

those in the in-closeness task network.  There is a slight difference in the order of the key 
players in the civilian network and the inclusion of a fourth key player, ESF 12 (Energy).  



Again due to the presence of different nodes in the key player set it is possible to 
conclude that the civilian and military networks would handle the given scenario each in 
a different way.  

Additionally, the fact that the in/out-closeness key player nodes is almost identical 
in both the task and decision networks might indicate a short coming in the survey 
instrument.  It is possible that the survey population didn’t accurately differentiate 
between the given task and network questions.  The affect of this should be limited since 
the other metrics, used below to describe the network, do not show a similar problem. 

In the out closeness network Node 16 (EOC Manager) is again strongly in the key 
player set.  This is to be expected based on their role managing the EOC operations.  It 
might be expected that Node 17 (EOC Director) would also be a key player in the out-
closeness decision network.  While Node 17 is not in the key player set they fell just short 
of the break point with an out-closeness score of 80 and 88.8 in the military and civilian 
networks respectively. 

 
Network Closeness Index 

The second metric used to describe the networks is the network closeness index 
(NCI).  The NCI is calculated by summing the differences between the maximum 
closeness score and all other closeness scores then dividing by the maximum closeness 
score (Borgatti, Everett, and Freeman, 1502).  UCINET 6 © viewed the network as not 
connected due to infinite distances so the NCI was computed via a spreadsheet using the 
closeness values derived in UCINET 6 ©.  This value can then be compared between 
networks to create a sense of how centralized are the different networks.  In an all-
channel network, that is one where every node is connected to every other node directly 
the NCI would equal zero (Freeman, 1977).  Therefore the closer your NCI is to zero the 
more decentralized your network.  As the literature supported, the more decentralized 
your network the more likely you will have a high performing network for non-routine, 
complex tasks (Shaw, 1964) (Cummings J. and Cross R., 1503), (Sparrowe R. T., 1501). 

Based on the data gathered here the networks with the lowest NCI, and thus the 
most decentralized, are the civilian out-closeness task network (2.12), the civilian in-
closeness decision network (2.42), and the military in-closeness decision network (2.46).  
The NCI for all networks can be seen in Tables Table 5, Table 6, and Table 7.  When 
comparing networks the military and civilian in-closeness decision networks are very 
close, relatively, in their NCI and are ranked second and third above.  This can be 
interpreted to mean that when nodes in the network are being asked for inputs before 
making a decision the network is very decentralized.  Meanwhile, the out-closeness 
decision network has the two highest NCIs, meaning it is the most centralized of the 
networks.  This can be interpreted to mean that when nodes are asking for inputs in 
making a decision the network is more centralized. 

 
Flow Betweenness Centrality 

The third metric used to characterize the networks is flow betweenness centrality 
(FBC), also referenced as betweenness centrality in the literature review.  FBC is a 
measure of the degree to which one node is between other nodes (Cross R. and 
Cummings J., 1504).  It is also a good indicator of structural holes in a network and can 
be used to compare similar nodes between networks and is supported as an indicator of 



well performing networks (Burt, 1501) (Cross R. and Cummings J., 1504).  UCINET 6 © 
was used to compute the FBC, and assumes that nodes will use the all the paths that 
connect them but in a manner that is proportional to the path length (Borgatti, Everett, 
and Freeman, 1502).  It is important to note that UCINET 6 © computes the FBC in a 
slightly different manner than past versions.  Also, as the network size and density 
increase so will the FBC (Borgatti, Everett, and Freeman, 1502).  Therefore a normalized 
value is also computed, nFBC.  Table 8, presents the FBC values for the networks, along 
with the network flow betweenness index (NFBI). 

 
 
 
 
 
 
 
 
 
 
Table 8, Flow Betweenness Centrality (2) 
 
The data shows that only the decision network has a node in common, node 16 

(EOC Manager).  Since flow betweenness shows which nodes connections within the 
network funnel through, it can be interpreted that civilian and military networks have 
different nodes that act as control points and thus would respond to the given scenario in 
different ways. 

The NFBI is a measure, in percent, of how many connections can be made 
between nodes without an intermediary (Borgatti, Everett, and Freeman, 1502).  The 
lower the percentage the more connections can be made without an intermediary, so there 
are less structural holes.  In the current data set it can be seen that NFBI has a reciprocal 
correlation to NCI.  This makes sense since a decentralized network would have few 
nodes which control the connections within the network.  Military networks, both 
task and decision, score higher than their civilian counter parts, 31.32 and 16.28 
respectively.  Although the difference between the NFBI score in the decision network is 
much less drastic than the task network.  A possible explanation for this is the strong 
presence of the military chain of command.  This could drive certain nodes in the 
network to act as supervisory nodes which control the flow of the network.  This could 
also explain the presence of nodes 16 (EOC manager) and 17 (EOC director) in the 
military decision making network. 

The presence or absence of structural holes versus a decentralized network should 
not be solely classified as a positive or negative.  Different environments and 
demographics could account for the presence or absence of these measures.  For example, 
based on the data in Figure 4 it is evident that civilian EOCs have a higher number of 
years of experience.  This could lead to more decentralized network working very well if 
we assume years of experience equate to skill.  Whereas in a military network there is 
less overall experience so the presence of more structural holes might be necessary to 
compensate for the lower level of experience and possibly skill.  This is not to say that 



military EOCs lack the capabilities to execute their mission just that the disbursement of 
that skill is not as wide so a more directive approach in the EOC is necessary to 
accomplish the mission. 

 
Conclusions 

The goal of this research was to compare the military and civilian EOCs at both 
the individual level and at the network level.  Based on these differences it was hoped 
that strategies could be developed to improve the interoperability between the EOCs.  A 
goal of the NRF was to create interoperability by defining a common organizational 
template so that differences between EOCs might be minimized.  The analysis found 
several similarities and differences.  It is unclear whether these differences are a result of 
differing procedures and policies which could strain the military civilian relationship or if 
they are the result of unclear definitions for the duties of ESFs and structure of the EOC.  
It is clear that the SNA method can be used to gain a unique insight into how the EOC 
operates during different situations and in different environments, such as military versus 
civilian and varying levels of experience or training events throughout the United States. 

 
Comparing Key Players 

The analysis showed that there are few if any common key players between 
networks.  If it is assumed that ESFs or nodes perform similar functions in both networks, 
which could be inferred from the NRF, it is possible to conclude that if given a common 
crisis event each network would respond differently.  This could cause confusion in a 
joint response.  This is not to say that one network must change how they do business.  It 
is possible, especially at a low level such as county to county or city to city that joint 
training events can either draw both EOCs to common process or at least develop an 
understanding of each other’s operations in order to reduce confusion.  The drawback to 
this philosophy is obvious in a catastrophic event.  While neighboring counties will work 
very well with each other, assuming they have shared each other’s processes and 
participated in joint training, a catastrophic event could quickly overwhelm even their 
combined resources.  In this event, resources from outside the local area will be called in 
for assistance and they will not have had the opportunity to share processes or training.  
This is why a common and accepted framework for operations is important.  It needs to 
drive common definitions and goals while allowing organizations to capitalize on their 
own strengths and abilities. 

 
Comparing Networks 

The analysis also showed that there are relatively significant differences between 
network level metrics.  Again these differences should not be characterized as solely 
positive or negative.  They could represent extenuating circumstances that must be 
controlled.  They do highlight possible organization cultural differences, such as the 
presence of structural holes in the military networks due to a strong reliance in a 
hierarchical structure. 

 
 
 
 



Limitations and Future Research 
This research is constrained by the data it analyzes.  As with all data gathered by 

surveys there is the possibility of misunderstanding and differing interpretations of the 
questions asked.  The strength of the survey could be improved which could remove 
some of the possibly repetitive results found when comparing key players using the 
closeness metric.  Also, the use of a Likert scale could skew the data.  The scale could be 
interpreted differently by each survey respondent.  It would be more accurate, but time 
consuming, to directly and numerically measure the interactions between EOC 
personnel.  This could be accomplished through direct observation during exercises or 
access to the multiple communication methods used to interact in order to count the 
interactions such as recorded phone, email, or radio communications. 

Another limitation of this study is the close locality present in the 
civilian EOCs versus the dispersed nature of the military EOCs.  The intent was to gather 
general data that could be applied to all EOCs.  This intent was based on the adherence to 
the NRFs guidelines for organizing and operating an EOC.  Due to the infancy of the 
EOC structure more localized data collection might provide better results until the NRF 
can be incorporated on a wider basis.  The local data collection and analysis could also 
provide more direct results to those surveyed when compared to their neighboring EOCs. 

As is seen in Figure 2, the responses from ESFs varied both among EOC positions 
and between civilian and military.  An attempt to gather more inputs from EOC positions 
would result in more data that could be more accurate in its depiction of the network.  

Finally, caution needs to be taken when mixing network level and node level 
analysis.  In this case the results are viable since the networks are comprised of the same 
nodes.  Again this is based on the assumption that EOCs will adhere to the guidance of 
the NRF.  If an EOC is simply imposing their own structure and policy on the labels and 
nomenclature provided by the NRF then further clarification and analysis is necessary to 
mix the methods. 

The amount of future research in this area is immeasurable.  Even with the current 
data set in this study there are several SNA metrics which could be applied.  It would be 
interesting to see what kind of cliques or clusters are present in the networks.  It is 
possible that the four main components of the ICS are present in the EOC.  If so, 
organizing the EOC around that clique could improve performance.  Also, there are 
specific hierarchy routines in most SNA software which could be used to explore the role 
of military culture focusing on the chain of command.  A more in-depth literature review 
could also benefit the application of SNA metrics with respect to high performing 
networks.  A more complete listing of previous research which relates certain SNA 
metrics with performance would add additional credibility to using SNA metrics to rate 
the performance of a command and control cell.  Certain SNA metrics might show a 
stronger correlation to performance when used in the specific environment of emergency 
management. 

Finally, a comparison of job performance evaluations to SNA metrics in the 
specific EOCs could result in a new evaluation tool.  Instead of depending on past 
literature to provide the strong correlation between SNA metrics and performance an 
ongoing study at several EOCs could relate SNA metrics with specific performance 
appraisals based on exercise critiques and individual performance reviews.  If a 
correlation is found the SNA metrics could be used to provide a more objective and 



quantifiable evaluation of EOCs in order to better disperse funds for improvements or as 
a rating system during Inspector General visits. 

  
Disclaimer 

  
The views expressed in this paper are those of the authors and do not reflect the 

official policy or position of the United States Air Force, the Department of Defense, or 
the U.S. Government. 
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