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data, predicates a "star” netwarx for the system structure
as depicted in fizure 1, It must be noted, however, that the
PSS canrot control the physical security of the Host systems
anrd that ¥ost systems have the ability to circumvent FSS
security by direct inter-host <c¢ommunicaticn 1linxs, To
preserve data security, all accesses to the FSS coasolidated
data must go throush the FSS for access validatien.

Date sharineg among authorized asers is accomplished by a
segmented environment which allows controlled direct access
to all orn~line data. The Security Kernel (or simply Xernel)
is used to 1irsure that nor-discretionary da%t2 access is
verfcrmed ir an absolutely controlled {(i.s., secure) manner.
:See [Coleman] fer detailed information o¢n the Security

Kernel.)
A, PRCBLEM DEFINITION

"It 1is illogical to ignore the fact that computers may
dissemirate information to anvone who knows how tc¢ ask for
it, completely bypassing the expensive controls vlaced on
paper circulation.” {Schell{1)l

That this fact 1s 1igrered 1is deronstrated by the
estimated 182 wmillion dollars 1lost yearly by non-secure
computer systems ir the United States [Denning(2)}. It is
obvious that a primary problem/limitation of computer
systems in use tnday 1is the lack of data security. As
reguirements to store and access data by computer increase,
the seriousress of this problem/limitation cannot be

ignored.

A system that can simultaneously provide data at

1¢
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different sensitivity (viz., “classification”) 1levels for
users with  different access authorizations {viz.,
“clearances”) without a security violation is said to be a
multilevel secure system. RBecause it is usually nrnot
desirable to authorize all system users access to the
nighest level of 3Zata /’'system high') or provide separate
{without sharing) systems f-r each 1level of data, a
multilevel syster is highly desirable. 1 multilevel system

alse allows the rmaximum amcunt of contrslled 4:

()]
on

a8 sharine

among anthorized users, a primary =oal of any &

[¢7]

ta storase

Previous research shows that & viable approach to th
guestion of irternal computer security exists. This
approach, sometimes termed the security kernel approach’
[Sckelll2)], was introduced bty Schell irn 1972. It gathers
into one module all elements that effect the system
security. The module, by being restricted in size, can te
verified ccerrect which in turn allows the tetal system to be
certifed secure.

The FSS software is comvposed of the Supervisor and the

Kerrel. It will

-]

rovide a multilevel secure consolidated
file storage for distributed Host computer systems. Tke
non-discretiosnary security provided by the Xerrel and the
discretionary security precvided ty the Supervisor will
implement a wide range of security policies, includinz the
standard Department of Defense {DOD) security policies

sharineg is achieved by a sezmented memory envirorment at the




Supervisor level, The Supervisor uses segments {irvisible to

the Host systems) to construct the Host files. Multilevel
security is achieved by the manazgement of files submitt=sd dy
the Host systers which erist at distinct security levels.
This allows the construction of a multilevel secure system

vhich 1is 4deperdent o¢n c¢rly one secure elemeat of the

The dramatic redvction in siz rd cost alerng with the

i
m

increase in performance of micreprocessors in  the last
decade has made their use feasible in areas that have
previously Dbeen reserved for gigi/mgxi computers {or rot
computed at all)., Whereas security has been notoriously
lacking 1in the larger systems, it has been no»-existent ir
microprocassors 1o date.

Recause of their small size, low cost, durability, ard,
perhavs most impertantly, the manpower savinzs induced { just
to menticn a few of pany advartages), wicroprecessors have

high avpeal for use in a military environment. However, the

=

il

e

. tary alsc has an cbvious need for security within their
computer systems, whether they are micro, mini, or maxi
based.

For example, the Navy is presently considering systems
for the next generaticn of non-tactical sunipbeard computers

[Smith]. They will be mainly use? for data processing in the

i

i

B

il
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Maintenance.

Cest, size and speed constraints wiil scon be met bty
commercially availadle products. Security, however,
continues to2 be & problem nct asdequately addressed in any
avajilabl= systems. To preserve data conf

enly with respect ito clearance level but alss with respect

s

to the current stipulations of the Privacy Act), security is

a necessary part c¢f anvy shipbrard coemputer system. Fay

1]
tn

records. for example, should rot have the same access level
45 maintenance recerds, In order to stor recerds in  a
common data base and to have coritrpolled sharing vwhen

appropriate, th computer must ke able to maintain a

m

mualtilevel secnure environment,
There are several posssible approacngs 15 achieve a

secure multilevel environment, The frontal approach, which

n

is most difficult, is to ceriify all distridut=d computer
which have access to the dasta hase ac secure. £ second

method and the method adovted for the PS8, 1s to cerfify

™
o
[

orly one element of the FS5S5 segure-~the Securityv Kernel.

access toc the ¥SS that invelves non-discretisnary securitr

m

will be validated by the Kerrel. The FSS therefor
guarantees to manage files in a manner consistant with the
FSS security policies.

The desiarn for the 7¥SS 1is one member of a famiiy of

systems proposed by 0°Cennell and 3=ichardson [0"Comnall].




il
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Security, configuration independence, &nd a 1loop—rree

structure are characteristics of this family of systems.

C. BASIC DFFINITIONS

1. Security

tl1though any viable secure system includses Dboth
internal and exterral aspects, relying excessiveiy or
external controls is not desirable ir many cases due to the
added expenses and increased security risks involved in
error—-prone manpual procedures, Fxternal contrcls also cannot

rrovide the secure sharing of data that is aneeded 1in such

,'34
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x3
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e d
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applications as intesgrated
primary characteristics of +the FSS5. The use of the Xernel
concept is a demornstratively effective and practical method

or previding i@ internal computer s rity centrol n
fo revidin the internal co te ecurity centrols thnat

are recessary for a secure multilevel system. This concept
is at the center ¢f the ¥SS design.
The tasic coancept behind this apporoach is that a

the internal sescurity c¢oantrols that are offective azainst

ccidental} includinz those never

]
[+1]
]
[y
[¢]
[
(&)
pr
[Vl
]
"y
o]

all attacks, im

im
i
LY

thought af by the designer. {This alsc means that errors

Jote
oy

1

the ¥SS Supervisor cannot cause uneuthorized access to

data.)

e

Ty

System sescurity is the implementation of

rD

a 5

curity
ad

policy. This opolicy 1is a collection of laws, rules,

e

sh trhe rules for access tg the data

regulations that estadbl




in the system., Such policies, such as the one established
the DCGD, have two distirct aspects: Adiscreticnary

nron-discretiorary security. Non-discretiouzary secur

3

bl It the

HH

podo

externally constrains what access i3 pess

LU

- are: tecp secret, cecret, confidential, and unclassifi

;é Since most contemporary ipiter systems dc¢ not previde

= data labeling reces .T¥ to suppert mnon—discretien

2; securivy, all data is implicitly accessible. In the F
segmentaticnr allows wuniaue identificatior and lsbeling
datal nor-discretionary security is therefore supported.
Yernel is the one elemert 1in the FSS responsible

<
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the access class of a specific object {objiect access cla

‘oac)) with the access class of the reguestor {subj

access class, sz¢cY) to insure compatidbility. 1Irn a

ervirorment, for example, a dersor  (subject) with sa=

secret has access to files {objects) at any access cl

equal te or less thar secret. The relaticrships betw

different a&sccess classes are represented by a sartia

crdered lattice structure [Denning(1)1. This  latt

of two levels. An example ¢f the not-related

lattice partially ordered) relationshi

D,
DOD compartmentalization (e.g., secret 1is not related

secret.nuclear). The followinz accesses are permitted

represents the authorized access based on the relationshi

by
and

ity

30D

environment, the familiar non-discretionary security levels



the relationships representéd by this lattice structure.

sread/vwrite access
:read access (read down?
swrite access (write up)

tno ascess (sac net related to oac

In each case, the Xernel must
identification of the Host system if it is
corréct non-discretisnary sécurity checks. Unigue systenm
idsptification is provided by the system port numdber, which
iS hardwired, and Xnowr to the Kernél.

Diséretionary sécurity provides a refinement to
hon=discrétionary security policy and is reflected in tke
BOD “néed to ¥now” policy. Computer systems which have
Access Control Lists (4ACL) associated with data, implement
this discrétionary policy. The FSS Supervisor is respoasible
for the System discretionary security and althougk this
aspect of the System secuirity is not validated by th

{and thereforé not certified correct), the validity o

non=disc tionary security is not affected.

« implement its aspect of security, the Supervis
needs to Know the identificatiocn of the Host system user .,
This Host system user identification must be passed to th
FSS Supervisor by the Host systéem. Since an insecure Host
system cannot be trusted to pass the carrect information,
the user 4dentification is only as good as the Eost system

implementation. (i.e.. FSS discreticnary security is only as

e b Yy e b W Foi W |G o




good as the Host System’s implementaticn of discretionary

security.) This implementatior may be zood on some systems,

(é.z.;, UNIX [Morris]) but nen-exisétent on other sSystems
(e.g., CP/M [pigifail). It must be remembéered that this in
no way affects the enforcement of the nron-discretionary

security by the Kernel,
2.

8 process can be describéd as a locus of executien.
The collection of locations that may be accessed during this
execution is Known as the process” address space
3 process also has the characteristic that

gxecnted in ¢

efficiency ard allowing the separation of
different processes for design clarity.

The ¥S5 has two processes per Host system, These are
ar irput/outnut {ID) process for Supervisor to Iost
transfer and communication and a file management
process that controls and maintaias
strutture. Interprecess communicatior
gf eventcounts, seguencers, and syachronizat

internal to the Kernel {descridbed later).

3. Sezmentatien

1tion allows for the direct addressing of all
system on-line information and

cgétrgl .to thie infcormation.




on-=1line inaformation.

is controllied by =xpl

neltiprogrammed environmént

ther respurces among

enls necessary r wvzlid
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logical addresss The 78212 MMU maps the 23 bit logical

- addréss into a 24 bit absolute address and allows the
capability of addressing up to 128 seégments (with two MMU’s)
of 64K bytés each (8M-bytes total) in a two-dimensional
memory space. (See [Coleman] for further details.) RS-232
bus compatibility is assumed for serial data input/cutput at
the hardware level. This allows byte synchronization and
byte parity checks to be performed at the hardware level by

the FS$S universal asynchronous receiver—~transmitter (UART).
3. SYSTEM STRUCTURE

1. System Levals

fbstraction is a way of avoiding complexity and a
méntal tool for approaching complex problems [Dijkstra(2)].
The use of abstaction allows the presentation of a system
désign that is concise, precise, and easy to understand.
There are four levels of abstractior for the FSS as
vresented in figure 3.

Level ¢ is the hardware level and consists of the
280¢1 microprocessor memory and some form of disc storage
(initial implementation may be with floppy disc).

Level 1, the Kernel, is isolated and protected from
manipulation (accidential or malicious) by being placed in
the more privileged domain of the ZS#@1. Only the Kernel has
access to "system” machine instructions and controls all
access to the system hardware elements (memory, disc). The

Kernel oyrovides a segmerted environment in which the
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Supervisor éperates.

Lével 2, the Supeérvisor, operates in the outer (léss
privileged) domain of the 28281. It has aécess to "normal”
Mmachine iagtructions, but must go through the software
Gatekéeper [Coleman] of the Kernel to get access to memory
{viz., segments) and disc storage. The Supervisor provides a
“virtual file hiérarchy to ea¢h KHost system for file storags.
In order to manage the file hierarchy, surrogate processes
{Anput/output {I0) and file management (FM)) are assigned to
edach Host system. These processes ac¢t on  the reguests
submitted by the Host computer systems. 411 processes .are
created at% system generation time and aré not created or
deleted in a dynamic manner.

Level 3 consists of thé Host computer s?étems. These
systems are hardwired to the 28061 in the FSS design. ZEach
port has a fixed access level so that 1f a multilevel secure
Host desires to handle data at two levels, it must have twe
connections to the ¥SS, (Note that if thée Host is not a true
sécuré multilevel Host, and does have multiple connections
with distinct levels, then the ¥55 security constraints are

circimvented.)

2. System Protocol

Protocols are formal specifications which constrain
data exchange vetween systems and the ¥5S. These
"specifications allow the FSS to achieve bounded, deadlock

free and fauvlt tolerant communication. To orzarize and




3implify protocol design im the ¥SS, protocol is logically

divided- into a hierarchical structure of two interactinz
layers. level 1 protocol handles packet (described later)
‘synchrénization, érror detection, and command type
determination, Level 2 handles the repetitive activity of
7 data transfer. 1

Data and commands are transmitted between FSS and
ﬁcsg via fixed size packets. Packet synchronization 1is
néceésar? for ) Host~¥SS communication. - BError
detection/correctior is closély related tc the -problem .of
paeﬁét synchronizationj packets not in synchronization will
nct be correct. The -<converse isg‘ﬁet‘ trué, however. £
synchronized packét ma§ cgntaiﬁ transmission errors. There
"~ are’ several rmethods Fer error detection/correction
[Bammingl. A design choice of a Simpie check sum per packet
(to detect packet errors) was made ir the interest of Svstem

simplicity. If an érror is detected in a packet, ths Host

~w111 be fequestea§tc stop packe? transmission arnd to bhezin
again with the packet in which the error was detected. Of
course, the TFSS .must b= able to provids theksaae service.
This retransmission upon error detection stratégy, combined
with the byte parity checks performed at the hardware level
by the UART, will oprovide the error detection/correction

schéme in the initial ¥SS design.

3. Host Envirsnment

Th job of the FSS is to provide a service, viz., to

AP




§tore files in a secure data warehouse . The files are

sibmitted by various Host computer ~stems. The virtual

-environment provided the Host systems is therefore a primary

design consideration of the oveérall ¥SS design. Desigr goals

are to make this Hest environment simple, easy to use and

understand, efficient and robust.

The center of the Eost envirounment 1is  the

hierarchical file structure maintained by the Supervisor of

the FSS. This file structure is & tree organization which

facilitates desigr abstraction (virtual file systems per

Host) as well as file syvstem searches via tree traversal.

figure 4 illustra‘es the overall logical structure of the
~ ~Supervisor file system.

A flle can be defined, in the case of the FS55, as
one or more Supervisor segments grouped together- for the
purpose of access control (security), retrieval (read), ard
modification {write) [Shaw]. In the ¥SS the file 1is the
basic unit of sterage at the Host system level.

The hierarchical file system contains two types of
files: 1) data files, and 2) irectory files. Both file
types are coastructed from seéments {invisible to the Host

systems) at the Supervissr 1level. The characteristics

usually associated with a sezmented environment (Supervisor

level) such as data sharing and access control, are

transferred to the file environment (Host level) ty the FSS.

The Host systen enviromment consists of a virtual

file hierarchy maintained for each Host (i.e., ore

system
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virtual file system per hardwdre port). A Primary reason for
having multiple virtual file hierarchies 15 to avoid the
problem of naming conficts which would évertually occur in
the Supervisor hierarchy as the é?stem grew if per-host
virtual file systems d4id not exist. Multiple directories
also allow the Host systems to group related fileés into one
diréctory, simplifying search ard Eost use. The Supervisor
will control the duplication problem within a virtual file

system by not allowing duplicate file names in a single

directory file. Pathnames are réquired to unigquely idéntify

files in the Superviser file systems and must be included in
the Host reguest.

Acécess tc the Supervisor filé  hierarchy is

controlled in %both a discretionary and 33§=§i§cretiaﬁar3

manner. The non-discretionary access is controlled by the
¥ernel which will prevent a Host system from reading up or
writing down (confinement property). Discretionary access teo
the files is handled by the Supervisor which compares the
Host.user  (Host wuser combination) with the file ACL.
Requested access is permitted only if the Esst‘ggsz is
explicitly permitted access by the file ACL.

Tach  Host system  virtual file hierarchy is
constructed from data files and directory files which, as
mentioned above, are constructed of Supervisor segments. .
Although dyramic =zrowth and shrinkage are usual segment
attributes, a design choice for System simplification was

made to fix segment size at three increments, SMALL (512
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t

bytes),

MEDR

Vzzzzs

IUM (2K bytes), and LARGE (8K bytes). These sizes

wers chosen as a compromise between éxpected file size

Supsrvisor buffer reguiremeats, and minimizing the number of

software ring crossings that would te required during a data

file 're

ad”

or “"store” operatior. Because

limited ard there exists the 1ikelihocd of encountering

files larger than the maximum segment size. the concept of a

multiple segment file {msf) is known to the Supervisor.

Supervis

Figure £ depicts the general tree tructure of a

or

virtual file hierarchy. Directory files are

represented by squares and data files by circles. Data

- file

L7l

“entries”

as

. Piles are

L

their name implies, contain data only. Directory
copstructed of a theader and zero or more

There are two types of eatries, branch entries

3E§rliak entries. -

éraﬁsé entriss contain the attributes of the file

whkich

they  identify. In figure 5, for example, the

-attributes of directory file User_1 {entry name, ACL, size,

type, -etc.

entry Use

sggment.

A

-t

r
H

) are contained in directory file Host_ 1, branch

1. One brarnch entry desigrates one Supervisor

link entry, representse by the dotted line in

figure 5, is composed of an eatry rame {link name) amnd a

pathname.

{4 pathname 1is the concatenation of entry names

startinrg from the rtoot directory and  proceeding in

sequential

order to the specified file.) Li¥ke a branchk

I

.entry, a link éntry ic used to access a specific file. For







PPN

i

e i
i) i L
L Lk bt U et S L L e ey el !"|\..u Wil ”:,M[WMWH“M

!
!

I
]

I
(e

heowevar, the

attributes, Access

M
v
[f}
‘et
1
[}
(=
oty
(]
¢}
o
byt
1]
Ll
oy
et
o]
o
iy
n
)
1]
o]
o]
1]
[Fy]
[
1]
<]

directery file) ziven bty the Host syster

time. This

locate the fi

traversing th

iz

the regusested

oy

L3

ase f¥i

4]

|

action can be

This could pose a space pPr

storage. {Adeouate main memory can be installed for r

the Supervisor

file name and its hrame are used

chosen to

PR

o Bt




m
M A g A i

| Hv,l,n,'.; i "'I'!‘gv i

.r’ ‘::»' v

L A o

Figure 6. Logical




R R T

L W , , L}

i i " o ] ) ol _-_.“.g
, ol A o ol

K . P

apel ._ " \ W (]

o

b

WY

o ,
.“_:.. "
" £
L " Lo
“W |
b
O e
e
' . [
Wl oy
o
% ,1_‘__,.,
ol
e

R
L™

ki
et
L]
]
ol
1]
b
L]
W
W
ny

ormat.

el
Wi
[+ H]
ol
Ll
[}
p=1
Q)

entry ¢




I b 8 Fo g Bk o 5 . N R X"

ol ) 0
el . ]
il
- A ]

ol ) Wl

"
w
1

el
L™

S Wil , L
oy Wi o
ol : %]

L] . o

L4 J , s

el

a / ! "
pon '

Wyl ; ; I Wi

b , : o

| il
] W o
(] 1 t] V)
Frd , "
. ) [ {]
441 sl
m ! o o
Y . ™ (]
(] ™ [%]
oo ) 3 w
L : L]
Lt} ! ! ) (4]

[Z # ™
e s:.
e J ] -y, *
. [ o, ool
: oy
b , [
i . o
LY ! [+ ]
1]
" L 1 Pou
e
L L |3 LA
W o
4] [t

L ,

| )

] , , et

et , £

o ; L : Ko
(%4 oo , (T4




ot oo
L4 W

ol

L
[~]

o
e

i
o
e

"

” oy

<]
T
n
" 3
L
]

W

Ll

atiiiaig

;4]
oy
Wik

L
[
¥y

o
]
;S_,
G
£
il
Q)
ot
Wi Ll
4] L] ko
&t "
il t,,__
,ﬁ ol
wi L1
o o]
o {21 :
at n
o [1}] L4
5 g
o) 3
by et b
1] m
ot
Wi
]
2
IR
[+ -
L+ o
w ek

AR 1 4 20 880 83 1 0 e [

o
14 il

Ux

]
it
-

ot
&t,____,

]
B
u
i;s

Ly
"
W
N

o
[ 4]
(%

-

ol 3 LY
Lo P it} Lt

ik
(7L L]
]

Al

pol

L
i
=___ ]

gy
g

)
il
il
Wl

L]
(]
m

,i‘a-
e
&
o
, b

iy

4y
o
-

7
ik

14

il

it i

e
,—.;
o

[
[+

il
i
w
L

]
U]

Yo

&,

i

L

niry.

s

s
ich

ch bra

L4
L

B
Uil
ol
Wik
"
L]

o

L2

L]
"W
1

L]
i

]
L
il
L%
)
LY




entries, the simvlification of System desizn resalting from
a fixed size of branch/link entry is felt to be sufficient

Justification in the initiel design.
t. Data Files

Data files are always leaf nodes in the file

hierarchy and contair only data.
e. Multiple Segment File Directory

A msf directory 1is a Supervisor coanstruct
{invisible to FBost systems) to manaze files larager than the
maximum fixed segment size. Because the number of segments
that will bte required by the Supervisor to store a file can
te calculated from the file size information passed by tae
Host, a msf directory need only be a segment of size zerc.
This makes the Xernel alias table (which 1is a fixed
size--see [Coleman]) the limiting factor in the marximum file
size, The alias table has the same numter of entries as a
Supervisor directory (viz., 32) which 1limits maximum Host
file size to 25fK bytes. Files that exceed the maximum file
size must be split by the Host system. An attempt to store a
file that is "too large will result is an error condition

.

response to the Host and an unexecuted command.

4. Host System Commands

The Host commands provide the only interface that a

Host system has with the FSS. Kach command is interpreted by
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the FSS ard acted upen by surrogate Supervisor Dprocesses:
the UTost system has no direct access to the FSS. There is

one acknowledgement between the Host and FSS at this level,

This 1is a “command complete” acknowledgement that informs

the Host svster that the Supervisor has completed action on
its reguest. If an error condition occurs, the aporopriate
error ¢nde is returned in the acknowledgement.
fnother asvect of the Host environment needs to be
defined alec, The Eost environment can be divided into two
states: thev are the "0ld” state, before the FSS has acted
upen the EHost request, ané the new state, which occurs
fter action has been completed by the FSS. The specific
state of the FS5 at any instant is indeterminate at the Host
level if more then one ¥ost is accessing the same file of
the ¥S5 at one time. That 1is, since Supervisor Dprocesses
execute in a completely asynchronous manner, the ¥SS state
may change after a Host command is sent but bvefore the FSS
acts on the command. This will not affect the performance of
the System or validity of its security} Host commands will
te executed as a single, atomic operation in the TFSS state
in whick they are received and interpreted. The Host will
get some “correct” response for some state existing between
the sending of the Host command and the ¥SS acknowledgement
on the same command. This e2llows several Hosts to safely
synchronize their actions external to the FSS.

The following 1is considered to be a minimal subset

of commands availadble to the Host System for adeauate file

ol e a5 o A 0 Wt

e




controel. Figure 7 1illustrates the required discretionary
access attributes. The files are referenced in the Host I

command descriptions starting from the root of the Host

virtual file system, The pathname specifies the parent

directory file (containing access attributes of the file),

PRI S TR A LR

and the file (data or directory) to which the Host command
;; refers. All commands require & pathname for unique file
jdentification. Fach command also requires the snecificatior

of the Host system "user” in order for tre Supervisor to

perform discretionary security checks. This 'userid” will be
supplied by the Host system or the Host system user, which

ever is appropriate.

CREATE_FILE <pathname, access_class, file_type
(direcsory, data)>. This command requests that the
Supervisor create a branch entry in the specified directory

under the specified file name at the specified access class.

An initial access mode of write will be given to file

creator and may be altered by the use of the ADD_ACL_ENTRY ‘

and DELETE_ACL_ENTRY commards. This is the only Feost command

where file access class 1s specified. It is used in this
command to create upgraded directory files, if desired.

(Data files may not be upzraded-—descrided later.) In the

HH [U[l"il' ‘ i Im‘[ ‘ II’ uﬂlllum.uﬁl.! ﬁll‘uniiuiu il

initial implementation (with single level Hosts), there will
be no upgraded directories within a Host virtual file
system., Initial data file size is zero; initial directory

file size is LARGE (8K bytes). Actions taken:

virtual

[ d
oy
m

1) The Supervisor locates the root of
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Figure 7. File Discretionary Access Conto-ol




file system for this Host and does a itree traversal to
locate the parent directory file,
2} If the parent directory file is not found or

found but write access to the parent directory file is not

allowed, an apprepriate error code is returned ("file not

found” or “write not permitted’).

3) If +the directory file is found, and room exists
in the directory, the new file is entered in a tranch. A2s
mentiored abdove, no duplicate file names will be allowed by

the Supervisor.

CREATE_LINK <pathrame, link ,userid>. This command
reguests that the Supervisor create a link in the specified
directory under the specified file name. As already
mentioned, the Supervisor will not allow 1links to form
loops. This is done by restricting the maximum number of
files in one pathrame to 64 files. (This figure is reached
by allowinz a maximum pathlength of 128 ©bytes and having
file mnames of ore character. File name delimitors of one
character, viz. ">", will give a maximum pathlength of 64
files.) 3By keepirz track of the path traversed, the
Supervisor is able to determine if and when a 1loop 1is
fermed, Actions taken:

1) The Supervisor locates the root of the virtual
file system for this Host and does a tree traversal to
locate the parent directory file,

2) If the parent directory file is not found or

found but write access to the parent directory file 1is not




allowed, ar appropriate error code is returned.
3) If the nparent directory file is found and rcom

exists in the directory. the 1link 1is entered in a 1link

entry.

DELETE FILE <patkname .vserid>. This command
requests that the Superviscr delete the specified file from
the virtuwal file hierarchy. For desizn simplicity, only
terminal files (including msf’s), can be deleted. This means
that directories must be empty in order 13 be deleted.
Actions taken:

1) The Supervisor locates the root of the virtual
file system for this Host and does a tree traversal to
locate the parent directory file.

2) If oparent directory file is not found or found

but write access to the parent directeory file 1is rot

vermitted, an appropriate error code is returned.
3) Othervise, if the file is located, it is deleted

by the Supervisor.

T

READ_FILE <{pathname, command_type{directory, data,
size) ,userid>. This command reaquests that the Supervisor

transmit ¢to the Host either a data file, directory file

{selected elements only), or the File_Size, Last_Update, and
Access_Class {entry data) elements assoclated with a

particular file. An explanation of the 1last oparameter, to

transmit entry data only, needs some explainatiorn.

Branch entry elements can be logically divided into




two catagories with respect to discreticnary security. The

first category, which includes Entry_kame,

Branch_Link_Switch, Accesé_Class, and ACL_Ptr are branch

entry attritutes which carnot be altered hy a Eost process

unléss the process has discretionary write access to the

directory which contains the file bhranch entry.

The second category, which contains File_Size and

Last _Update, are attributes which “belonz” to the file and

must b2 updated when the file is updated. A situation may

exist where a process may not have ary discretionary access

to a directory but may have discretionary read access to a

file in the directory (plus implicit access to the rest of

the directory during the “search”). In order to read this

file, the Host system will need to know file size in order
to oprepare to receive it. This is the situation where the
READ_FILE (size) command is needed. Actions taken: (for data

file)

1) The Supervisor locates the roct of the virtual
file system for this Host and does a tree traversal to
locate the desired directory file.

2) If the file is not found or found but read access
to the file is not a2llowed, an apuropriate error message 1is
returned.

3) Otherwise, the file is transmitted to the

requesting Host System.

(for directory file}

1) Same.




2) Same.

3) If the directory file is found and read access

allowed, selected elements of the branchk/link eniriss are

returred to

i

he Eact,
{for file size)

1) The Supervisor locates the rost of the viriual

file system for this Yost .4 does a tree traversal to
locate the desired file.

2) If the file is not found or found but read auces

w

to2 the file is not permitted, an appropriate error ccde is
returned.
3) Otherwise, the File_Size and Last_Updaste elements

are reterned to the Host.

-3 STORE FILE {pathnamne, £ile_size ,useridd>. This
command requests that the supervisor store the specified
— file in the FSS. Actions taken:

1} The Supervisor 1locates the roct of the virtual

file system for this Host and 4does a tree traversal o

lpocate the data file,

2) 1If the data file is not found or found but write

= access to the data file not allowed, ar approoriate error
code is returned. Note that Host systems car store only data
= files: directories are “built’ by the Supervisor.

=4 3) Otherwise, a store operation i< performed by the

REAL_ACL <{pathname ,userid>, Thic command is used by




the Host systems in conjunction with the ADD_ACL_ENTRY and
DRLETE_ACL_BNTRY to adjust {azive/rescind) the access mode
{read/write) allowed to a Eost/Host user to a specific file.
Actions taken:

1) The Supervisor locates } the root of the

virtual file system for this Host and does a tree traversal

tc locate the parent directory file.

2) If the file is not found or 1is fouvnd but read
access is net allewed to the oparent directory file, an
appropriate error code is returned. -

Otherwise, the supervisor returns

for Host system user examination.

ADD_ACL_ENTRY <pathname, ACL_Zrtry ,userid>. This
command requests the Supervisor to add to the specified file
£CL the specified ACL _Entry (Host.user combirnation plus
associated access mode). fs with the previous commands, the
access is checked for correctness by betn the Supervisor and

the Kernel tefore any action is taken,

DELETE_ACL_ENTRY <pathname, ACL_Entry ,userid>., This
command reguests that an ACL_Entry be deleted from a file
ACL. 3gzain, appropriate discretionary and non-discretionary

checks are made before any action is taken hy the F3S.

ARQORT. This command requests t
execution of the present command and

to its original state. There are only

the execution of Host commands that

s R s




to interupt. If an ABORT command is received after an
operation has tbeen ¢ompleted but ©before the final Host
acknowledgement is sent, the rigiral command completion
will be acknowledged ani the atort command will te ignored.
Otherwise, action of the command will ©be halted and the
Supervisor will wait for another Host command. All Host

commands (including ABORT} &1’1 be expiicitly acknowledgzed

with either a “command complete’ message or an appropriate

PROCTSS STRUCTURT

There are two Supervisor processes wh 't on Dbehalf
each Host system (hardware port). The iaput/output {10)
process and the file manazement {FM) process. The I0 process
is responsible for communicatioen 4 transfer
packets) between th upervisor and the Host
process is respensible
file systems ard oproviding

~ommands are interpreted by the FM processs the IO process

acts in a “slave” mode to the FM pro

the FM and I0 processes interpret arnd execute

management requests of the Host systems. ¥ernel orimitives
RFAD, AD7ANCE, AWEIT, and TICKET used in conjunction with
eventcounts and seguencer {(described later), are used to
synchronize Host surrozate process execution.

Both the FM and I0 processes call om Kernel oprimitiwve

perform actual seazment manipulation. The rormal order in




whick thesz calls are made is fixed by the Xernel desizn. To

add a segment to 3 process memory. the order of Xernel calls

s: 1) GCatekeeper.Create_Sezment, 2) Gatexeeper.Make_Enown,

()

and Z) Gatekeeper.Swap Ir. To delete a sezment from &

process memory, the order of Keranel calls is: 1}

Gatekeeper.Swap_Out, 2} Gatekeeper.Terminate, and 3)

Gatekesper.Delete_Segment. The Suvervisor oprocedures use

these invokation orders.

There are three levels of abstraction for a Host

surrcgats process. They are: 1} the level at which Host

commands are xnown, 2) the level at which files are known,

ara 3) the level at which Supervisor sezments or packets are

xnown, These levels of abstraction should be kest in mind

wvhen reading the FM and 10 process descriptions.

A design cholice to simplify file system maiatenance and

control is to allow upgrading of only directories (e.g.,

unclassified to secret). This will eliminate the possibility

of having a secret fil in an unclassified directory, a

[41]

WAL R

il

cituation which would prevent updating of the £ile ©branch

L]

data by the secret process since writing “down” is not

o

g ,J,x Ml

L

allowed., This restriction is not felt ta exclude any

£

= significant FS5S capablilities and provides for a simplified
= implementation.

The moiular construction of the P¥SS enhances System

tructure. %11 data bases, except the files themselves, are

module local. Code is expected to be writtes in PLZ/SYS

[Snook], which is a high level vascal-like structured
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synchronization ©Troblenms
write accesses 1o the same Segmeni);

not have the

process.




PROCEDURE reader
BEGIN INT®¥GE®R w;
abort: w := READ{Seg_#,S)j 'get reader eventcount!
AEAIT(Segmf.C§w§: lwalt until write corplete!
“read file”;
if READ{Seg_#,5) <> v THEN 50TC abort!read azain!

T

END

A

= PROCEDURF writer

= BEGIN INTEGER t;

E . ADVANCE(Seg #,5): lincrement reader eventcount!
t = TICKET(Seg_#,T); !get sequencer!
AWAIT(Seg #,0,t)3 !wait for write to completel
read and update file 3
ADVANCT{Seg_#,0); lincrem=nt writer eventcount!

il \K!!!'\

A b

END

PR vx!!i)l MR

The ¥ernel will enforce the confinement proverty and
prevent the application of the ADVANCE and TICKET primitives

to segments with an access class less Lhan the Hast access

=1 class. Not to do so, would allow a communication path tc be

treated tetween two different access levels. The two

eventcounts a Supervisor segmert will have associated with

it (in the <¥ernel) are a write eventcount, C, and a read

3

!4 |:‘l!

eventcount, S. Fach segment will alsc have a seauencer, T,

BT
L e |;“Il||||, L

associated with it. Tventcounts and seguencer are initially
2ero.

These eventcounts and sequencers, with their
associataed Keranel primitives, are used by the FSS to perform

the syrchronization functions of Rlock and Wakeup [Coleman],

described in tre original Kernel design. EZventcourts and

seovencers vprovide & ~learer picture of the process

interaction as well as explicit control of the

"readers/writers’ oproblem. Even more importantly, they

52




permit the syncu.ronization tetween processes of different
access levels, This is essential in order to permit a high
level Host to read files of a lower level.

There are two groups of Host requests. They can be
classified as read requests ‘e.z., READ_FILE, READ ACL) and
write requests (e.g., CREATE_FILE, STORE_FILE). These
categories can be further stbdivided into read data file,
read directory file and wvwrite data file, write directory
file subcategories. Fach category type muist be handled in =&
proper marner bty the Supervisor to insure file integrity.
Fach category will be discussed in turn beginnineg with the
read file categery.

There tw#o conditions which might develop over which
a process has ne control: file update by ancther precess,
and fiie deletior by another process. #n example of file
update might occur while a secret process 1is traversing a
file *hierarchy and is ir the middle of searchinz the
directery for ar Entry_Name when another process {at the
directory access 1level) wupdates the directory. Since the
secret process will READ "%e segment reader’ eventcount, S,
before and after the search, it will know that the data it

had obtaivred 4is possibly invalid. Although there does not

appear to be a problem with allowing the 'reading“ process

to re-read the directory file until 2 "good” read is
achieved, a closer examination of this condition should te
made at implementation timre, wviz., 1is it possible for a

"writine ' process to alter the pathname of a reading’




process so that an inconsistant state is achieved for the
reading process? 4 possible solutior could reauire a process
which suffers a "bad" read to begin the traversal over,
bezinning at the root directory.

¥hen a directory 41s beinz read to pass 2irectory
data back to a Host, the directory data is put in a buffer
and sent from there,

4 single segment buffer may be to small to held a
data file f{e.g., maximum file size of 256K  bytes).
Therefore, *to present the Eost with only valid data, a data
file "buffer” is needed at the process level. Since this
buffer will be at the process access level, it can be locked
by the oprocess to insure that no other process iaterfers
during the reading overation c¢cnce the datz file is in the
buffer file. This copying of the data file is done by the FM
process and the I0 oprocess will read the file from the
buffer file when transfering the file to a Host system. The
choice of making a copy of a data file is awkward dut
consider=d4 necessary in order to provide the Host with only
atomic operations, f.e,, to prevert the situatior from
occuring where half of a ten segment msf is  transmitted to
the Host and the file is either updated or deleted,

The other condition which may arise duringz a file
read is a file deletion., This situatien occurs when one
orocess is reading a file and another process deletes the
same file. The first process, not knowing that the file

(segment) has Dbeen deleted, will try to reference the file

vmmmn”r ﬁ'\ & {‘hw}““ 53 ‘I|
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fault

again. A hardware segment will occur and cause &

transfer of control 1tu the Xernel. %Note that 4in this

situation, it is the higher access class process which will

suffer the favlt while it is readinz a lower access class

file. To handle this problem, viz., the Supervisor segment

fault, a fault hrandler must be part of the distributed

Superviscor. A Xerrvel primitive alsc needs definirg. This

= primitive, Gatekeeper.On _Fault (Fault cordition, Entry_pt),
i is called in the iritiaiization of the Supervisor process
where it is possible for a segment fault to occur. A call to
a Superivsor condition establisher is also necessary. This
will place a specific conditior handler on a ‘'condition
stack . If a fault occurs, the Kernel returns to the

Supervisor fault hardler with a “sezmert fault® error

ccendition, This fault handler in turn transfers control to
the condition hardler at the top of the ‘condition stack’
;E vhich can make @ normal return from all procedures. When the
1 error condition is detected (from the returrn code) by the

appropriate Supervisor level, action 1is taken, viz., the

Host <command in re-initiated. Sirc the file (segment(s))

i has been deleted, this reinvocation may well result in a

'segment not found error condition beinz returned from the

Kernel and a "file not found” error coniition beinz relayed

tc the Host. When the Supervisor exits the “sezment fault' a

“revert”’ command 1is necessary to ramove the condition

handler from the conditiosn stack.

inother side benefit of having the Supervisor do all
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the actual file reading (ard therefcre take all the sezment
favlts) 1is that it prevents a hardware fault from occuring
during the actual data transfer in the Kernel during 70
process execution? this conditior would force the handlinz
of the fault in the Kernel domain-—a difficult task.

Writinz a file is a more straight foreward task and
presents fewer problems. This is because a writing process
has the same access class as the file ard can prevent all

other access to the file {segment{s)) it is concerned witk.

[50]

To alter 2 directory (CREATE_FILE, DELETE_FIL etec.), a

process will gmet a ticket to the dirsectory and verform the

(27
(4]

necessary manipulation wher ite rnumber is -alled. In order
to store a file, more care must be taken. If a process were
allowed to store directly intc the old file, the possibpility
exists that a software or hardware error might resuvlt in &
partially updated file and 1loss of file 1integrity. To
prevent this from occurring, a data file 1is first stored

intc a temporary file set up by “he FM process. This alse

allows the original file to continue to te read by other

T d

processes vhile the stors operaticn is geing on, a
significant advantage if the data file is 1long. ifter the
file 1s stered by the IO precess, the FM process gets a
ticket to the file directory ard when its turn comes, maxes
the r=ecessary directory updates, viz., the tempnrary file
name is subsituted for the old file Tntry_HNeme, Last Uplate

jnformation chansed, and the 0l1d file deleted., (If the file

is a msf, each sezment is, of course, deleted.)

b b . oer
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depicted is fisure & (with asscciated Kerrel callc)., The M

the controller of the F55 snd directs all

e
wn

Process
interactior between the FSS and a Host system. Zach module
which makes vp this process will be descrited along with the

procedures vhich make up the individual modules.
a., File Management Command Fandler Moduls

is depicted in firfure 2, the
module ,see Appendix C, p. 184) is at the toy of the F™
process hierarchy. This is the ievel of abstractisn at which

Fost commands are "knowa . This module 1is responsitle for

s
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interprocess communication ard synchror
orocess) and FHost ceommand interpretastion. Interprocess
communication is achieved by the Kernel primitives TICKET,
ADVANCE and AWAIT which act on an eventceount associated with
the shared mail_box seamert. Figure 2 shows the 1lozical
nstruction ard the data base
Tizure 12 is a list of the prace
¥M_Command_Handler moduls and their innut and output
parameters.

The ¥M_Cmd_Hrd procedure is the entry orocedure
irto the FM_Command_EKandler module. Thkis 1is the control
procedure of the module and
commands to specific FM_

action, ¥hen notified ty th

T
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Mail_Box

T AT

Segment Hardler

Module

FM_Commard_Handler

Module

Gatekeepsr.
Ticket

Gatekeeper.
Advance

Gatekeeper.
twait

K

!

Directory_Control

Module

Gatekeeper.
Pead
Gatexeerer.
Advance
Gatexegeper.
Avwait
Gatekeeper.
Ticket

Gatekeeper.
Make_Kncwn

Gatekeeper.
Terminate

Memory _Handler

Module

Gatekeeper.
Swap_In

Gatekeeper.
Swap_0ut

N

[§4]

Discretionary_
Security Mecdule

Gatekeeper.
Create_Seagment

Gatexfeeper.
Delete_Segment

. T Process “odules

P

. eemme e




Mail_Rer Record [
Commend Fuffer Prray &* pvtes)
ir_3Suffer Array [Max_Entry] Dir Data .

ACL Buffer
Msg_Ruffer

Command_Buffer

nir_Tata_3Buffer

ACL_Buffer

Msg_3uffer

Mail Rox Segmernt

o~ —w ron

Array [Max ACL_Sizel ACL_Eniry

Record [Inst vyte ,
Pathname string )
File_size lword ;

Success_code .ytel

Mail _3Box Segment

Fipure 9.




PROCEDURE
FM Cmd_Hnd

FM_Cmd _
Delete_TFile

™ _Cmd _
Create_File

M Cmd
Create_Lirk

FM Cmd
Read Flle

™ ""nﬁ_
q?fre File

™ Cmd_
Eead _ACT

™ Cmd_
8dd_ACL_
Entry

F¥_Cmd _
Delete ACL_
Entry

INPUT
Bost Cmd

Pathname
Userii

Pathname
File Type
Userid

Pathname
Link
Userid

Pathname
File_Type
Userid

Pathname
ACT Tntry
Userid

Pathname
ACL_Entry
Ceerid

QUTPUT
Mail_3ox.Msg.Ins

Mai1_Bax hsg.SUﬂc.Code

Mail_3Bex.Msg.Inst

Mail_Box.Msz.Succ_

Mail_Zox.Msg.Inst
ﬁail_:ex.ﬂsg.Succ

Ms
15

z.
2.

Mail_ Box.Msg.Inst
Mail_EFox.Msgz.Succ_
Mail Ba!e“sg.Filb

Mail_Box.Msg.Inst
“ail_RBox.Msg.Succ

ﬁail_Esx “sg.!nsz
Mail_Zox.Msg.Succ
Mail Tox. ﬁsg.?xle

Mail Rox.Msg.Inst

Mail_Tox.Msg.Succ_

Mail_3Box.Msz.In
Mail_Tox.Ms&.Su

fommand Handler Meodule

cedure Tﬂsu*leu*sa‘ parameters

Code

_Code

Code
Size

_Code
Mail_Box.Msg.File_

Size

Lode
;ize

Code




packet is in the
command and beszins
{e.g., RE_FILE IEADT FILE) 1is actually an entry inte

case sta it which direct 2 corract FM_Command_%Yandl

the
net be discussed in

procedures ir  ithis
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Directory_Cortrol module for
&t pathname and file size {for

{dir_pathname, dir_file_size)

" WMIMWMU

module durinz a Tost RELAD FILE

ney pathrame and file size is

the actual data transfer takes

4 1link ic a pathname which &

CREXTE_LINX command.

o

File type is used

formats.

commangd
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command.

dzta files

necessary for
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DBirectory _Control
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segment (which contains the file bdbrancn/link eatry) must be
brougkt into Trocess memory to check for Lroper
discretionary access. If access is permitted, the

Segment Handler module is called with a pathname of a

segment required to be brouzht into process memeory.

ror action on

[o

DELETE_FILE command,

discretionary write access o

[

he directory is reguired

since the branch/link entry of ¢

[

e file must be removed from
the directory when the file is deleted. (Note that this
raises the possibility cf a Host havirng write access to a
file ©bBbut not able to delete it because he does not have
write access to the directory.) If the parent directory file
is not found or found but write access to the directory not
" :

permitted an appro~-iate error code is returned, viz., file

not feund' or “write access not permitted’.

if an error condition 4does niyt arise, the

directery is breusgat into process memory ard a check of the

file attributes 1is made to determine file type {datsa, é
directery, link). If it is a data file or iink entry, it can
be deleted because it 1is a terminal node in the file
hierarchy. If it is a directory, the {(directory) file itself
must be brought ints process memory to see if the directory
is empty (viz., cneck of ZEatry _Count ard presence of a
Supervisor temporary file)., Tf it is not empty, aan error

code of "not termiral file  is returned to the Host. If the

directory is empty, it can be deleted.

If no grrer condition occurs durine the




preceding ckecks, the file may f{sutject to check by the

¥errel) be deleted., The Dir_Crtrl_Directory procedure will

call on Sez_¥nd_Make_Unaadressatle procedure which will in
turr call Mem Hnd_Swapcut orocedure to remove the segment

from process memory if it is in memory. (Remember the actual
order: Swap_Out, Terminate, Delete.) Next, the Xernel
primitive, GateXeeper.Delete_Sezment is called to deiete the
file from the TFSS. Nnte that in the case of msf’s, these
steps must te repeated until all segments of the file are

aal
al

ted, At this time, the brarch entry is removed from the

=T
D

directory by zeroireg all tranchk entry elements {to allow for

Kernel seccriary stnrage compaction of disc pages of zeros).

»-3

e 10 prccess is then instructed to ackxnowledge the Host
with "file deleted”. This frees the entry fer future use.

The deletion of a 1link reguires the same
discretionary write access te¢ the directory. Ir this case,
no further checks are necessary and the link entry elements
are zeroed ir the directory. freeing the entry for re-use.

Tor the CREATT_FILT command, analogous action is
taken by the Dir Crntrl_directory procedure, viz., to check
discretionary write access to the directory which will
contain the file branch entry.

Once this check  has been satisfactorily
cempleted, ard reoem exicts in the directory, the Xernel call
Gatekeeper.Create_Sezment 1is male to create the file. The
{n:tjal file size 1is zerc for data files since the

Supervisor tas nro prior knowledre of the size of the file
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that will be stored in the ©branck entry. A&s explained
earlier, a file size of LARGE (8X bytes) was selected for
the fixed directory size.

The CREATE_LINK reauest is again analosous, the

only difference beirg that irstead of a tranch entry being

ik
tet

v 4

wn

made in the directory, a lirk ent made., 4s previous

-3

[«]]

mentioned, the Supervisor will not llow a loov state.
Checks will »~t be made at link creatior time’ hewever, the
Supervisor will "abort” a file search if 1t encounters this
error condition during tree traversal.

The RTID FILT (dir)} command requires read access

i

tc a directery file., If no error condition arises during

P gt e

discretionary security checks, selected directory data

Wb

[

‘e.g., Bntry_Name, File Size, etc.) is transfered to the

Host system via the mail box seamert (viz.,

Dir_Cata_Buffer). This selected directory data for each

‘occupied”  bdranch/lirk entry is transfered durinz the

RTAL_FILT idir) command. For the READ_FILE ({size) request,

-

]

only selected directory data for a specific data file is

transfered. The IC and FM processes use approvriate Eerasl

TR

synchronizatior primitives tp assure that the information in

the mail_tox sezment is valid,

Al

The 1last three Fost requests handled by the
Dir _Cntrl Directory  procedure are related. tzain,

appropriate discretiorary access checks must b2 made in the .

S 0 ek |‘,l.|lwv i

: parent directory. If no error condition arises, the action

EH)

foreward. In the case of the ZELD :iCL

is

[

trajight

taken




—
.
o

command, the file 3CL is transfered mail_tox
ACL_buffer ard the procdure returns to the
P _Command_Yandler module. In the case of the

ADD(DELFTE} _ACL_ENTRY commands, the acticr is completed by
the Dir _Cntrl_Directory prccedure and the appropriate
Dir Succ_Code returned.

The Dir Crtrl_Data procedure is responsibtle for

L d

transfering to/from a Hes a requested data file if
necessary oreconditiasrs ere met {viz,, discretionary and
ron~discretionary security). Ir order to read cor store a
file, a ¥ost mvst have the proper discretionary access to
the file. To check 4his, the parent directory which contains
the file bdranch entry must be brouzht into memory. This 1is
done by the Segment Handler module., If the proper access is
rot allowed, an error code is returned to the
FM_Command_Handler wodule for relay to the Host system. If
the prorer access is allowed, a copy of the file is made in
the case o¢f tke READ FILE command, or a itemporary file is
created in the case of the STORE_FILE command. The pathname
and file size c¢f the data files to bte transfered are passed
to the 1I0 process whick will perform the actual data
transfer. Upon a successful transmission of the data by the
10 process, the ™V oprocess instructs the 10 process to
acknowledge the Heet with a “read complete” or "store

complete ', as apopropriate.

The Dir_Cntrl Data procedure will make

appropriate vuse of Xernel synchronization primitives




D SR

AwAIT, RVAD, etc.) when copying a data fi1e into the data
temporary £i1e for the

f§i1e read buffer OT getting up 2

oy

ren plece i

store operation. safter the £i1e transfer ras ta

m

he 10 Process returns & ¢uccess code to th

the 10 processS, th
10 process will return to the FM proces

W

n

¥¥ process. The

1) either the read O

"+

when cne of three conditions eyists
guccessful and conplete, OF 2}

e

a command

store operation is
packet is received (viz.. 89 abort command), ¢T 3) a

"time-cut' occurs and the 10 Dprocess was not able 1@
corplete the command.

Tor a sStore operation, the Dir-Cntrlﬁﬁpdaze

the directory data (viz.,

precedure 35 called teo npdate the
nge the temporary £ile Tntry_Name with

dpletes the 0ld file.

excha
(7pe temporary file

Entry_dame) ard
te deleted bY twis precedure if, upon attemptinz 10

tpe cld file cannet

should
e found.)

update the file.
Since sach directory segment has only O©ORE
£i1e update, scme delay may be

temporary fi1e for
yeral try to store larze

vy Yost systems if se

experienced B

files into the same directory. This dpes not appear tc be 2
major protlem since most veers are apticipated 1to e
cperating fror their cwh directory files.

sed to

1

i
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s al

e

rptrl_Update procedivre

3

re Tir_
bort

w
U
w

free the temperary <torage file ip the case of a He

command.

ty Module

c. Discreticmary Securit
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Tkhe DPiscretionary_Security module is

m
(4]
Q
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wn
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for checking Eost user discretionary

file ard addins and delestinz ACL =ntries. £11 file

logically 1lecated 1in thie module. This is the

module besides the Directory Cortrol module whers a segzment
fault might occur. Appropriate use of the condition
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may be reanired in process remory during the copyinz of a

data file into the data file “"buffer”. A 24K btvte memory

would allow for the worst case, viz., one 8X byite segment
pcsitioned in the middle of lintar memory$ room would still

exist for the two 3X byte sezments.

3. Iaput/Output Process

The 10 »rocess is the second of the two processe
which ac¢ct on behalf of a Hest system to provide & requasted
fils maragement se~vice, The I0 process acts in a slave mode

the ¥M precess? it receives 1its commands from the FN
process via the shared mail_box seement described in
connection with the M process.

The IO process is responsible, as the name implies,
for ail input and output between the Supervisor znd the Host
systems. The IO oprocess is composed of five modules as
depicted in figure 18 (along with Ker 21 c¢alls). Two of
these modules, Sezment Handler and Memory_Handler, are the
sane mndules as described irn the M process and will not 1%be
discussed further. Their task is to trine into the virtual
memeory of the IC process the data segments 1into and from
wkich Host files are stored or read. Note that since
discretionary security chec¥s are done ir the FM oprocess,
the 10 process does not have to repeat these checks.

Direct invocation of the Packet_Handler module from
the I0_Comme 4_Handler module 1is possible to send Host

"acknowledpements”. If a file is to be read or stored, the
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File_Handler module is first called to perform the read or
store operation.

The I0 process 1is also responsible for FSS-Hest
protocol, Pata is transfered between Host and FSS via fixed
size “packets”. There are three formats for these packets:
1) a synchronization pacxet format, 2) a commanl pacxet
format and, 2} a3 4data packet format. Fifure 19 gives the
logical construction of the date and command pacxets. The
synchrorization packe* is left for 1later design in
conrection with the desien for a Host interface. The packst
size of 521 bytec for data ani command packets was chosen to
maxinize 1ata transfer efficiency &t the -exnpsanse of
increasinrg the command packet size. Because 512 bpyvtes is the
size of the <mallest Supervisor segment, thls was chosen as
the "urit” of data transfer.

A protocol must exis*t that insures reliable
transmissicn and reception ~f packets by both the sender and
receiver in the TF3S-Host packet exchange. The simplest
protocol that will handle packet trarsmission is to transmit

1

vrackets one at a time and wait for packet acknowledzement

pefore sending the next packet. The followirg diszeram

illvstrates this <simple vprotocol.

{—— Eex
Packet r+1) -=> l
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DATA PACKET

Packet_Type

Packet Humber

Data
Check_Sum

COMMAND PACK®T

Packet _Type

Packet Number

Yost_rmd
Pathrame
File_Kkame
Lirk

Access_ievel

File _Type
ACL Yniry
Userid
Check_Sum
Padding

Fizure 19.

Tyte
word

512 Bytes
Lword

Brte
Tword
Byte
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128 EByte
3yte
3yte

3 BRyte
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Operatinzg ir this fashion is extremesly inefficient,

especially in the transmissicn of large data filest it does

hefore ar

send packsts

sender to

allow the

not
| acxnowledgement is received nor does it allow the receiver

to accept more that one pacxet at a time {i.e., read ahead

L4

and write tehind). A multi-packet protocol is necessary to
ta¥e advartare of 3 read ahead and write behind scheme.

In specifine a multi-pacxet protocol, some means of
distinguisking individual packets rust b2 establishea. This

is done by =2ivinz =ach pacxet a seguence aumber carried in

the packet .eader. The receiver returrs acknowledgements
indicatinrz the seauence number of the packet{s) received and

[»]
iy
k=]

nacxet

w

accepted {i.e., 1o errors detected). The number

that may be transmitted %hefore an ac¥rowledzement is

eceived is called the pa.ket “window width". Packet

|

transmission is controlled by ar alzorithm which nuses packet
— seguence numbers and the wind ow width, At Systenm
cormand packetl 1is

iritialization timo and anytime

a
recsived, the seqguence numbter of th<s ¥8S is rsset t2 zero.

o
<

= . Thus the first seavence rnumber expected the FS5 upon

system initiation ‘and aftervards upoa command completion)

is zero.

il
[}
*3

an explanatizsn of how the packet winiow works,

transmitted ssquencs number of  the

=1
)
(5
oy
m

let N(t} dencte

and let xN{t+1) denote the next expected

e
]
L d

current Dpaci

o]

B iy

®

s=nuence wumnber. The windew width is denot=d By W. 4t +the

start of communicatinn, e.z., when a Yost seads a command to




the FS5S, the Fest 1is allowed to transmit packets bearing

sequsznce numbers in the range 3 N(1)<¥, The receiver expecis

T

packets to arrive ir correct sequential order, As they
arrive, packets are che:xed for corr2ctness ‘@t both the
hariware {(USART) and software level); an incorrect packet is
Aiscarded and may te considered ‘lost'. 12t the seoquence
number of & oparticular correctly received packet be S. If
S=K(t+1) (i.e., the expected packet), ther the rtarket 1is

received in the zorrect seguerc= and it should bte accepted

or

S¢N{t=1), then the vpacket is a repetitiorn of a pacze

may be due to either a lest or delayved ackrowledzement. The
réceiver should generate ansther acknowledzsment and send it
toc the senler ard nrtherwise igzncre the packet. IFf 3S>N(t+1),

atinz that a:=
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earily pacr. :@s besn losti such a packet sheuld be iagnored

and an "error’ acxknowledzement sent so the packet can te
retransmitted

fhe arrival of ackrowledzements at the sender &lso

needs to be discucssed, As each acknowledgerment arrives, tae

sender carn delete the copy it has retaired of the

corresponding packet, As vpackels are acknowlelesed, fresh

parkets can he transritted, i.e., when packet 2 has besrn
acknowledaed, pacxet ¥ can te sent, Ackiowledgsments can zet

lost in %rarsmicsion as well as vpackets. If & recsived
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seguential order vhich will insure that the data is r=ceived
tive zontro: over

Ik

and stcred cerrectly. It also assures pes

the receint aud transmission of pacxels: & necessary
regnirement te prevent buffer overfloy and loss of data,

The ¥ernel controls all the hardware zss=2ts, &S

explsined in Chapter 1. Xerrel calls are therefore rnesc

kets ‘tetwsen the

te traansfer 9pack 88 and the Host systems,

The format of these

jatexeeper.Setuyp (Buff_siddr, Mode, Status)

Jatekeerer.Send Packet '0Offset, Status)

Gatexee .Store Pack {(Cffset, Status}
vte_Counter /2 of 3ytes, Status)

2% porit. Tach virtual port has associsted

rel blocek (UC3) at the
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to perform automatic wrap around at the end sf the

Yirdow ¥idth: This elsment ic used by the input port

UCE to prevent Dbuffer over flow. Fack iavecation of

ackrowledzement. 41th:

width) may te different for the various Host systems, it

skould not chanse ofter and can ther=fore be s2t a systiem
initialization, L

= Fer a store operatior (¥35 to receive packets). 2 §
= ' i
i Setup call is used to set the input UCE hase address to the §
iritial stgraze 1location in the IC buffer. & Setup call is %E

; . < . . : -

alss resuired to set the output JCE with the base address in é%

the IC ruffer from which acknowledzments wilil be sent. It ég

the location that opackets are c¢hecked for errors and
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for data and neither the firal destination nor oriasin of
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PPOCEDL INPUT QUTPLT

Mail _Jox.Msz.Inst Cutput returans

¥ail_Box.Msz.Succ_Cede from subordinats
modulss.

re 27, IC Cemmand _E
Procedure Intut/0utptt parameters
3 I%%UT QUTZLT
3 ziie Hnd Mail _3ox.Msz.Pathname File_Succ_Code
= San{ Bor . Ms7.Pile Sizs

Figure 21. File_Fandler Module
Pracedure Input/Output Parameters
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4¢3 The I0 process returans a success code to the
PM process and tke FM process updates the directory to
reflect the new file (viz., Entry_Name of temporary file is
changed to the old file Tntry_Name). The oléd file 1is then

deleted by the ¥M process.

Yo

5) The FM process then instructs the I0 process
to acknowledpn the "store complete” . There is 10 reason a
store operation should fail other thar an explicit abort

regquest bty the Host system or hardware failure.
¢. Packet Handler Module

The Packet_Harndler module does the actual
transfer of data between the FSS and the Host system and is
the I0 process level at which the ccncept of packet™ is
known. The ©procedures of this modulse along with their
ure 22. The tasks

input /output paraweters are listed in ¢

(2
By

W

that this module must verform are: 1) synchromization of
packets, 2) error detecticn, 2) packet acknowledgement, and
4) transfer of data to/from Supervisor segments. Figure 23
ijec a firite state diagram of packet transfer.

The synchronization task is operformed on the
svystem IPL and whenever ©packet synchrenization 1is lost
thereafter. Trror detection and request for retransmission
upor errcer detecticrn are complimentcry functiers which are
performed on every packel received from a Host.

Packet transfer Auring synchronizatior

procedures is in groups of three. This allows the
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Pk Hnd _ Packet

Ack Mail_Box.Msg.Succ_Code
Pk _Hnd _ Data
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Pkx_Hnd _ Packet
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OUTPUT
Packet Sync

Pk_Succ_Code

Packet

Data

Yizure 22, Packet Handler Moduile
Procedure Input/Cutput Parameters
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serd sync reply

Error
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:;§ Write
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Flgure 23. Pinite State Diazram of Packet Transfer
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synchronization procedure tc begin synchronization in the
middle of the first packet and still have two packets to
confirm synchronization when it is achieved.

Packet transfer of command packets occurs one at
a time. The reason for this is that each command vpacket must
te acted uvon in a synchrorous manner. Data packet read
ahead and write tehind is permitted to increase the transfer
rate of data packets. The number of packets that are allowed
to be sent or stored depends on the IC tufrer size. The
Packet_Handler module is also responsible for data
"enpacketing” and “depacketing” for the FSS.

The Pk_End_Sync procedure is used to synchronize
packxet transmission. It is explicitly called at IPL and
whenever the packet synchrornization is 1lost by the Host
systerm., It 1s dinveked 1implicitly by the FSS whenever a
packet is not able to be decoded {viz., the packet type and
packet check-sum are incorrect).

The Pk _Hnd_Ack procedure is used to sernd
acknowledgements to the Tost systems, This procedure will
always b2 called from the I0_Command_Hardler medule which
will require the Packet_Handler module to either ackaowledaze
the Host with a sypecific message or to send some data
located in a mail_box seament buffer (o the Host.

The Pk _Hnd _Serd procedure 1is vsed to transfer

o)}

data segments from the FSS to a Host system. This oprocedure
is called from the File_Handler module which makes sure that

the correct data segment 1is in process memory for the

Y IRTITN

alls bbb .

w Bl o ey




transfer. The segment number along with the number of Dbits

that are reacuired to be transfered are passed to this

1

procedure from the File_Fandler module. This procedure then

transfers the seazment until the specified number of bits

have been traasmitted. A success code is returned when

The Pk _Ynd_Store vprocedure wcrks in a marier

completely arnalecsous to the Pk _Hnd_Kead prccedure.




III. CONCLUSIONS

Cne applicatiar usec the PS8 as a cystem file system (e.z.,

o
I

or distributed micros). This implies that the total system

Lncd

f - >
ic multilevel secure with covly on2 secure comporent (viz.,

The nather class of applicestisnc. involves using the
as one element of a net of z2utonomous Fost systems. In this
cenfiguration, the FE5 prevides facilities for contreolled
data skaring and communication.

An otvvious direct apolicetion of the TFSS, 1is for
shipboard use f{e.z., for the SKEP-IT system [Smitk]) or for
use at otker installations whkere data would Dbe more

sed if controlled data sharing were allowed.
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verifiable), was the elirination of the discretionary

security from the ¥ern=1 domain to the Supervisor domain.
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The implicatior o

= responsitle for its own discretionary securityi not an

unreasonable recuest or desizn choice.
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= * inins ho
the list but an aree that should be looxed at during the

“ e n ¥
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INTTRNAL
MSG = FYTT

FM_CMD_HND_DEL
ENTERY
MS§3 1= DFLTPT WILF
DIR_CNTRL DIRECTCRY (MSG
USFFRID
PATHNAMY
NULL !file_tyoel
NULL 'access lewel!

E R v

NULL !link!
NULL) tacl _entry!
retur»s dir_succ_code!
I* DIR sUCC_TOn+ = TRUY
THEN
MAIL_BOX.MSG.INST := ACK KCST
MATL POX.MS3.PATYNAME := NULL
MAIL_BCX.MSG.FILF_SIZE := NULL
MAIL_BOX.MSG.SUCC_CODF := FILE DELETED
t := GATTKTPTR TTC¥FT (MLIL T0X, C)
GATEKERPER.ATVANCT (MAIL BCX, C)
GATEKEEPER. 8WAIT (MAIL RBOX, C, (t+2))
PISE
MAIL_3CX.MSG.INST := ACK _HOST
MAIL_BCX.MSG.PATHNAMF := NULL
MATL BOX.MSG.FIL¥ SIZ® := NULL
MAIL_BCX.MS5.SUCC_COLY¥ := ERROR_CODE (TIi_SUCC_CODE)
'file rot fovrd; write access to directerv
not permitted!
t := GATEKEFPER,TICKXFT ‘MAIL_RCX, ©)
GATEKFEPFP. "Dy ENCF /MATIL 50X, C)
GATEXTPPYR.AWATT (MATL POX, G, ‘t+2))

m
i

e}
124

FILT PROCWIDUR

t=1

FI
END FM_CMD_END_DFLFTF FILE

176
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= Fiv 14D _END CREATF_FILF PROCEDUFE

: TPy

= »58 := CREATE_FILE

=~ DIR CNTRL_DIPECTORY (MSH

: USTRID
PATHNAME

FILE_TYPE
ACCTSS LFVFL
NULL 'Iink!
NULLY 'acl_entry!
Ireturns dir SULC codetl
IF PIR _SUCC_ fOLE = TRUT
THE
MAIL"POX.MSﬂ.INST += ACK TOST
MAIL_BGX.MSG.PATHNAME += NULL
MAIL BOX.MS3.FILY_SIZF® := \ULT
= MATL ROY ., MSG,Syrm rODT = FIL® CRFATED
= t = GATPKTFPRR.TTCKET {MAIL 30X, C)
GATEXTEPER.ADYANCE (MAIL ROY, C}
= GATERFEPFR LAWAIT (MATL ®0%, €, (t+2))
- ELST -
= MAIL_BOX.MSG.INST := 4C¥X_BCST
= MFIL ROX .MSG LPATENAME = NULL
= MAIL ‘BOX.MSG . FIL®_SIZF := WILIL
= VPIL BOX.MSG,.SUCC CODE := BFEQF_CODZE (DIR_SUCC COD’)
= !dlrnctorv no0t found: write access to divecto“v
= rot permitted; Airectory “ull
t := GATTEEFPFR.TICKET (MAIL_ ?Ok c)
f‘hTT«‘x‘E"“D"’p ADYVANTT (MATL rog’ o)
vIGAT““(WEPEP..AWIP (MATL_ QOX, £, t+2))
= ™D FM_CMD_HND_CFFATF_FILT

-

[ TN




DIR_CNTRL_?IRV?TORY (M

TM OMD CRTAT® LIKY PROCFDURT
ENTRY

» el

¥SG := CREATE_LINK

1e type!
cess levell

NUTL) lacl entry!
treturas dir_succ_code!
IF DIR_SUCC_CODE = TRUF
TEWN
MAIL BOX.MSG.INST := AC¥X _EOST
MAIL BOX.MST.PATHNAM: = NULL
MATL ROX.MSH.FILW STIF := NULL
MAIL BCY.MSG.SUCC_CCDE - TINK_CREATED
t := GATEKEYPYR?,TICKET (MaIL BOX, C)
GCATFKFRPFR  ANVENCT /MATL POX, C)
GATEKETPER.AKATT (MAIL_BOX, C [t+2))
ELSE
MATL BOX MSZ.INST 1= s~¥ _HOST
MAIL_BCX.MSG.PATHNAME := NULL
MAIL BOX.MS3.FILF SIZF := NULL
MATL ROX.MSG.5UMC_CODW == ®RROR_CODF {31]_SUCC_CODE)
tdirsctory not frurdj write access to directory
not permitted; directoery full!
t += GATTETFPTR.TICKTT (MAIL 20X, c)
CATEXEEPSI.ADVANCE (MATL_BCX, c)
GATFKETPER,AWATT (MAIT 30X, C, (L+2))
FI -

END FM_CMD_HWD_CREATE_LINX

A g, 43

o ity

¥
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bl ‘!uyl‘

b s

L

FM_CMD_ZEAD_FILT P2CCEDURE

MSG := READ_FILY
DIR_CNTRL_MATH (MG

NUTL) Ifile cize!

lreturns dir_succ_code, dir_vathname, 4ir _file_size!

IF DIR SUCC_CODF = TRUE
T PN
MAIL_BCX.“SG.INST := READ FILT
MATL BOX.MSG.PATHNAME := DIX PATHNIME
MATL ROX.MSG.FILT SIZT := TIR_FILW_SIZE
MAIL BOX.MSG.SUCC rCD® := NULL
t := GATEVEFPFP.TICXTT (481L 30X, ()
GATTYFPPDTR AMVANCT ‘MATL BOX, C)
GATPKETPER.AWATIT {(MATL 30X, C, [t+2))
IF MAIL BOX.MSG.SUCC CODF = TRUE
TUTN
MSG := UPPATE_READ
DIF_CNTRL_UPMATE (M55
- B SFRIT
DATHNAME)
Tupdate will not fail!
METL POY.MSG,INST := ACK_MCST
MAI* TBOX.MSG.PATEVAME := NULL
MAIL BOX.MSG.FIL® STZF := NULL

MAIT nnx ¥GG . SUFP T FANT .= RTAD COMPLOTT
1, GATERTEPER .TICRFT (MATL _RTX, 1)
GATEKEEPF?.ﬁDVPQC? ’wsxr 20X, C)

GATRYTTPTR AYATT /M2l TQY, c)
FLSE -

MATL BOX.MSG.INST := ACX_XOST

MATL ®CY,MSG.PATHENAMY = NULL

MATL RCX.MSG.FILT SIZE := NJLL

MAIL BOX.MSG.SUGCC CODE := MATL_BCX.MSG.

lerror code returned f"om io process!
1file ret fonnd by o processs

file read abhorted by write;

file read atorted by file Jeletion:
cmd packet receivedl!

t := QATEYTRPRE,TICYZET !MAI}L_30X, C)
GATTKFTPYR,ADYANCT /MATL ECY, C)
GATEKFPPER . 8WAIT (MAIL BOX, C. (t+2))

T

ELSE

MAIL_BOX.MSG.INST := &CK_HCST
MATL_BOX .MST . PLTENAMT «= NULL
MAIL BOX .MSG.FILE _S17Z¥ = NULL
NﬁIL_BGY MS3.SUCC_CODF :=

Ifile not found:

read arcess tn file npt permitted!

172

- ERROE_CODE (DIR_SUCC_CODE)

[—

SUCC_COnE

T




t 1= G iTTYFFPYP.TICKET (w2
CATPKFFPPTR ATVANCY MaTL_®
GATRKEFPER  AWAIT (MATL 20X

FI

- wLST
IF FILE YPW = TIRECTCE
THEN
M§n ¢= RTAD DIR
TI2 CNTRL PIRECTORY vEG
USERI
DETIAN
ULl
NULT
NULL
NULL)
tretur~s 8ir_succ_c? ndisl
I¥ DIR _SUrt fonT = TRUT
TREN -
MATL BOX.MST JINST = 8CK
”éEL =Y. S?.D#TﬁN&MP :

MATL BCX. “q“ .FILE SIZE :
METTL ﬂGX MSh . STCC CCODE
1dir data traanered from

a(;lrwaw" edgemert C.P""f

1

l:

t 1= *5“rvvagﬂ mICYET
LATTKRTTPPR  ANVANTT MATT
JATFERTPTE AWAIT (MELIL B
ELSE -
MATL ROY . MS3,INST = LoV
MpIL‘vox “ge , PATHNAME :=
M2IT BOX.MSG. FILE SIZE :
VEZL rOY M50 SUCS _TODT -
1directnary et fauard,
read access to lirec er

.= SAETTYPTDPR TICNT

S
[RE I - ha «.l’
™

+ *
GATRKFIPER ATVANCS s
TATFYEWPFS AWAIT

2’
—

treturns 3iir_succ_ Cﬂie’
It DIFKSUCC ton® = TRUE

TATY

MATL, BPX.:HJ.Iﬂg = ACK

1L 20X, C}
0X, ¢)
. T, (t+2))

b}
EMT)

11ink!
tacl _entry!

ECST

NULL

= \NGLL

= DI: =2EzD COMPLETE
1ir_buffer:

MATL BCX, ()

_®CX, ©)

X, C, (t+2))

1057

NULL

= NULL

= TRROK_CODT {512_Sy£C_sorT)

¥v rot perm

T

AME

1£i1e_type!

taccess_levell

iry!
tacl_entry!

MATL ROY.MSG .PATHNAME := NULL
MATL ?gx.ma _FILF_S127 := NULL
vAIL BCY.¥S5.SUSC_CCDE := Ef

Vbt 4




i

I
B

(WIHALIIAL

i

o

tentry data transfered from dir_du
acknowledgement sent!

t := GATTXEEPER.TICKTST /MAIL RBCX,

GATEKETPFF ADYANCF 'MAIL ]

GATEVETPER .AWAIT M2TT

TLSE
MATL ROY.MS3.INST :
MAIL BOX.MSG.PATHNA!
MATL BOX.MSG.FILF ST
MATL ROY .MSG.SUCC CODF

v RN

E
7%

1#i1le not founds; read a

t 1= GATFKFFPER.TICTFT

i

AATFKTRDTR AMYANAT MAIT

GATEKSEPRR AWAIT [™AIL
Fl
FI

FI

END FM_CMD_HND_FELD_FILT

er;

(I3 _sycc_corv)
not permitted!

antbtf




FM_CMD_HND_STORY_FILE PRCLETURE
ENTRY
MSG := STORT TIL®
DIR_CNTRL_TATA (MSG
USERID
PATUNAMY
FILE_SIZE)
'returns dir_vathname; dir_succ_ccde!
IF DIR_SUCC_FOm® = TRUT
THEN
MAIL BOX.MSG.INST := STORE FILE
MATL POY.MST.PATUNAMR .= 1 PATENAME
MAIL RBOX.MSG.FILE_SIZE : [(LT_SIZE
MAIL BOX.MS3.SUCC_COD® NULT
t := GATWKYFPTR,TICEPT ‘MRIL ROX, ©)
GATEKEEPER.ADVANCF (MAIL RCX, ©
GATEXEEPER, 8y eIT (MAIT BOX, C, [++2))
IF MATL POX.MSG,.SUCC rGDT = TRUT
TEIN ~ -
¥SG := UPDATE_STOEE
DTR CNTRL UPDATT /M3Z

-

USERID
PATENAME)

= lupdate will not fail!

~ MATL 3BCK.MSG.INST := ACEK_HOCST
= MAIL BOX.MSG.PATENAME := NULL
MATL POX.MSG .FTLF STZT = NULL

= MAIL BOX.MSG.SUCC_CCDF := STCRE_CCMPLYTE

<1 t := GATEYFTPF= .TICKET (M:IL_Z0X, C)

= GATFKPEPFR  ADYANCF /MeIL_TOX, O)
GATEKEEPER.AWAIT (MATL_3TX, C, {t+2))

ELST
MATL ROX.MLG.INST := #ac¥ vOST
MEIL BOX.MSG.PATENAME := NULL
MATL RCX.MS3.FILY SIZ¥ := NULL
#ATL_BCX.MSG.SUCC_COT® := MAIL_3CX.MEG.SUCC_CODE
terror returred from io process;
. cmd packet received: improper nurber of data paciets!
- t := GATEKEEPER.TICFET (MAIL_ RCX, C)
GATEKFFPER. *DVANCE ‘M:IL_ROX, C)
GATEKWWPTR AWATT (M8IL ©°0X, C, (t+2)) Z

¥l

ELSE
MATL ROX .MSG.INST := 20¥ _HOST
MAIL BOX.MSG.PATENAME := NULL
MAIL BOX.MSG.FILE_SIZE := NULL
MEIL BOY.MSC.SUCC_rCD¥® := ¥RROR _CODT (DIR_SUCC_CODE)
Ifile not feund$ write access to file not permitted!
t := GATEKEFPER.TICYFT (MAIL BCX, C)
GATFKEFPTR,&NVANIT (MaTL RGY, )
GATEXKEEPERAWAIT (MAIL_®CX, C, {(t+2))

FI

TND FM_ CMD_END_STORT_FILF

A A




i

l

!returns dir suce code!

SIND _RFTAD ALY, PRONTTURT

C ~—

RY -7

SG := READ ACy

IR_CNTRI_TTIRTCTORY (MSC
USERID
PATHNAMF

NULL !file type!
NULL laccess level!
NULL *linrk!

NULLY facl _entry!

IF DIR_SUCC_CODE = TRUE

RN

TSI

wwmmmwmmwwwmmmwwm

FI
TND FM_CMD_FND PPan parg

THEN

MAIL RCX.MSG.INST := AJK EHOST
MAIL_ BOX.MSG.PATHNLMF := NULL
MATL _POX.MSH.FILF SIZT := KULL
MAIL BCX.MSG.SUCC_CODT := ACL 2TAT CCMPLETE
'acl data transfered from acl buffer:
host acknowledgement sent! ) {
t :T GATEKITPET PICKFT /VATL ° '
GATFXEFPER . EDYANCE (MA]T ééx‘sg§' “
GATTYPEPTR AUMTT (MATL ©0X, ©. (t+2))

ELSE

MAIL BOX.M37.INST := 0¥ EOST
METL ROX .MSG . PATTUNAMT .= NULL

“AIL BOX.MS5.FILE SIZE := WLIL

?§§%;ECX£”§9-SECCZCODE i= FEROP_CODT (DIR_SUCC_CODE)
‘f1le not found; read access to directory file”
not pormitted! o directory file

:= CATEXEFPER,TICKFT (MAIT
ATTYTIDTR Dy eNr (Ma1L FOTT oy C)

- 7

GATEXTTPER.AWAIT {MAIL R0X, C., (t+2))

WA e




Ul

WTHAETIAC

_CMD_ _ADD_ - .
TRY
MSS := 8DD ACL =NTRY
BIR_CNTRL H13TATORY (MS=>
UsEaiT
ATENAME
NI 1file type!l
YULL taccCess level!
NULL '1in¥!
ArT, TNTIY)
treturns 4ir surc code!
I¥ DIE_SUCC_ 2eny = TEUR
ouTNT
»A1L RCX.MSG JINST == ATY
Vel “BOX. Muz.-“THﬁﬁﬁE 1=
MAT'_“O) .MSG L FILT SIZT == KU
MATL 30X .M87.SUCT TeenT o= A
t := G& T“V“VPF~.“IC{EE {(melr,
OATTYTRDPTIR., enyeNeT IMATT oY,
GATEXETPTR.LAWATT (MAIL_3CX, C, (4~2})

XLSE
MATL nQY men TNST
MAIL “(X MSu.?AT“N
MA 1L "30X. MSG.TILE
MATL no} Mgn enne co
¢11e not ’nunﬁs wri
D°rm1tte acl entr
t = "QT“FV“P?? LTICY
GAT?KZS?EQ.P?VAQ”“ ME
NATEXTFPER. saywsIT (MAITL
*I
TND FM_ cMT FQD-PEE ECL_ENTR

TS

Lo




¥ _CMD_END_DPELSTT_ACL_ENTRY P20CEIDJRE
INTRY

3 MSG := DTLVTT_ AL, TNTRY

= DIR _CNTRL_DPIRFCTODY (MSG

NULL laccoe
NULL !lirk
ACL_ENTRY)
!returns dir_succ_coede!
I¥ PIR SUCC_forT = TRYW

ﬁ%IL _BOX.MSG.INST := #

(¥ ®osT

MATL ROX .MSE,PATONAMP :="NYULL

MAIL_ 20X.MSG.TILE SIZ¥ := SULL

MAITL BOX.MSG. SGCC_CODT := SCL_ENTPY _DFLETTD

t := GATVETTDTR TICKYT ‘mMalr ¥y, )
; GATTXINDER  ADVANCF IMATL_=CX, C) {
A GETEXETPER 8WRATT (MAIT 20X, G, {t+2))
= TILST
| MAIL BOX.MS3.INST := a0V HOST
<§ MATL BCX.MST.PATENAMF := NULL
£ MEIL BOX.MST.FILT SIZT += NULL
i MAIZ_ 30X .MS4.SUCCTGODF = TR0 CODF ‘TIa SUCT COTE)
< 'file not fouri; write access to directory mot

permitted!

t := GATEKIFPEI.TICKTT 'MAIL R0Y, )

GETFXEEPTR ADVANCT (211 BCX, C}

GLTTYTETDPTR AYWLTT (MATL »QX, r, {t+2))

FI
END FM_CMD_YND DERLETF ACL EMTRY
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